
Local search for 𝑘-median
Section 9.2 in Williamson-Shmoys



Local search

• Local search: starting with an arbitrary solution, compute a locally optimal solution 
with respect to a fixed set of operations. 

• Max-cut in graph 𝐺 = 𝑉, 𝐸 : Start with an arbitrary 𝑆 ⊆ 𝑉, local search using the 
following operations.

1. 𝑀! 𝑢 : Update 𝑆 ≔ 𝑆 ∖ 𝑢 . 
2. 𝑀"∖! 𝑢 : Update 𝑆 ≔ 𝑆 ∪ 𝑢 .

• At a locally optimal solution, no operation will improve the cost.
1. For any 𝑢 ∈ 𝑆, cost 𝑆 − cost 𝑆 ∖ 𝑢 ≥ 0.
2. For any 𝑢 ∈ 𝑉 ∖ 𝑆, cost 𝑆 − cost 𝑆 ∪ 𝑢 ≥ 0.



• Idea: Each operation gives an inequality. Use them to get a bound on the cost of the 
solution.

• For any 𝑢 ∈ 𝑆, cost 𝑆 − cost 𝑆 ∖ 𝑢 = 𝑁 𝑢 ∩ 𝑉 ∖ 𝑆 − 𝑁 𝑢 ∩ 𝑆 ≥ 0
• Therefore, 

2 𝑁 𝑢 ∩ 𝑉 ∖ 𝑆 ≥ 𝑁 𝑢 ∩ 𝑆 + 𝑁 𝑢 ∩ 𝑉 ∖ 𝑆 = 𝑁 𝑢

• Similarly, for any 𝑢 ∈ 𝑉 ∖ 𝑆, we have 2 𝑁 𝑢 ∩ 𝑆 ≥ 𝑁 𝑢 .

• Adding all of them,

;
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𝑘-median

• Goal: open at most 𝑘 facilities to minimize the service cost.

1. Start with an arbitrary set 𝑆 ⊆ ℱ of 𝑘 open facilities.

2. While there exists a 𝑓& ∈ 𝑆 and 𝑓' ∈ ℱ ∖ 𝑆, such that c 𝑆 ∖ 𝑓& ∪ 𝑓' < c 𝑆 ,
1. Swap 𝑓& and 𝑓', i.e., set 𝑆 ≔ 𝑆 ∖ 𝑓& ∪ 𝑓' .

3. Output 𝑆.

• Let 𝑆 denote a locally optimal solution and let 𝑂 denote an optimal solution. For 𝑗 ∈
𝒞, let 𝑐( denote the service cost of 𝑗 in 𝑆 and let 𝑜( denote the service cost of 𝑗 in 𝑂.



Analysis

• At a locally optimal solution 𝑐 𝑆 − 𝑠 & + 𝑜 & − 𝑐 𝑆 ≥ 0.

• Let 𝑠 & be the nearest facility in 𝑆 to 𝑜 & . Bounding 
increase in service cost of 𝑆 − 𝑠 & + 𝑜 & ?

• Assign clients in 𝑁 𝑠 & ∩ 𝑁 𝑜 & to 𝑜 &

• For 𝑗&, change = −𝑐(! + 𝑜(!
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Swap 𝑠 ! and 𝑜 !

• Assign clients in 𝑁 𝑠 & ∖ 𝑁 𝑜 & to nearest facility in 
𝑆 ∖ 𝑠 &

• For 𝑗', where 𝑠 ' is the nearest facility in 𝑆 to 𝑜 ' . 
change ≤ −𝑐(" + 𝑑 𝑗', 𝑜 ' + 𝑑 𝑜 ' , 𝑠 '

≤ −𝑐(" + 𝑜(" + 𝑑 𝑜 ' , 𝑠 &

≤ −𝑐(" + 𝑜(" + 𝑐(" + 𝑜("
= 2𝑜("

• Choose swaps carefully! 
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Choosing the swaps

• For each 𝑖∗ ∈ 𝑂, let 𝜂 𝑖∗ be the nearest facility in 𝑆.
• Let 𝑅*, 𝑅&, 𝑅+' ⊆ 𝑆 be the set of facilities such that number of facilities mapped to 

them by 𝜂 is 0,1, ≥ 2 respectively.
• Construct the set of swaps 𝒮 as follows.

• For each 𝑖 ∈ 𝑅&, add 𝑖, 𝜂,& 𝑖 to 𝒮. Let 𝑂& ⊆ 𝑂 be the set of facilities matched 
in this step.

• Out of 𝑅*× 𝑂 ∖ 𝑂& choose a set of swaps such that each facility in 𝑂 ∖ 𝑂&
appears exactly once and each facility in 𝑅* appears at most twice, and add all of 
them to 𝒮.

• 𝑂 ∖ 𝑂& ≤ 2 𝑅* (H.W.).



• Lemma: For each swap 𝑠, 𝑜 ∈ 𝒮
0 ≤ 𝑐 𝑆 + 𝑜 − 𝑠 − 𝑐 𝑆 ≤ ;

(∈- .

𝑜( − 𝑐( + ;
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• New assignment 
• For each 𝑗 ∈ 𝑁 𝑜 , assign 𝑗 to 𝑜.
• For each 𝑗 ∈ 𝑁 𝑠 ∖ 𝑁 𝑜 , assign 𝑗 to 𝜂 𝑓0 𝑗 , 

where 𝑓0 𝑗 is the facility serving 𝑗 in 𝑂.

• Observe that in the second case 𝜂 𝑓0 𝑗 ≠ 𝑠.
• If 𝑠 ∈ 𝑅&, then 𝜂,& 𝑠 = 𝑜.
• If 𝑠 ∈ 𝑅*, then 𝜂 𝑓0 𝑗 ≠ 𝑠.
• If 𝑠 ∈ 𝑅+', then 𝑠,∗ ∉ 𝒮.
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• Change in service of cost 𝑗
• If 𝑗 ∈ 𝑁 𝑜 , change = −𝑐( + 𝑜(
• If 𝑗 ∈ 𝑁 𝑠 ∖ 𝑁 𝑜 , 
change ≤ −𝑐( + 𝑑 𝑗, 𝑓0 𝑗 + 𝑑 𝑓0 𝑗 , 𝜂 𝑓0 𝑗
≤ −𝑐( + 𝑜( + 𝑑 𝑓0 𝑗 , 𝑠 ≤ −𝑐( + 𝑜( + 𝑐( + 𝑜( = 2𝑜(

• Therefore 

• 0 ≤ 𝑐 𝑆 + 𝑜 − 𝑠 − 𝑐 𝑆 ≤ ∑(∈- . 𝑜( − 𝑐( + ∑(∈- / 2𝑜(
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• Summing over all swaps in 𝒮, we get
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= 𝑐 𝑂 − 𝑐 𝑆 + 4𝑐 𝑂

• 𝑐 𝑆 ≤ 5𝑐 𝑂 . Therefore, 5-approximation algorithm.



Running time

• Checking whether a swap exists can be done in polynomial time. 

• How many swaps?
• If there is no lower bound on the decrease in cost, there may be too many iterations.
• Perform a swap operation only if the cost decreases by a factor of 1 − 𝜖 .

• Can be shown that this gives a 5 + 𝜖3 -approximation (details in the book).
• Running time is polynomial in size of instance and &

4
(H.W.).



Other local search operations

• 𝑡-swap: Close ≤ 𝑡 facilities in 𝑆 and open the same number of facilities.
• Running time: 𝑛0 5

• 3 + '
5

-approximation to 𝑘-median.

• Current best known approximation factor for 𝑘-median is 2.675 [Byrka et al. - 2017] 
(not based on local search).


