The primal-dual method

Sections 7.3 and 7.6 from Williamson-Shmoys.



Shortest s — t path

Initialize y = 0,F = 0.
While there is no s-t path in (V, F) do

* Let C be the connected componentin (V, F)
containing s.

* Increase y, until there is an edge e € §(C) such
that corresponding dual constraint is tight.

e Set F := F U {e}.
Let P beans — t pathin (V, F).
Output P.

min z CoXe
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Subject to
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 Lemma: At any point in the algorithm, F forms a tree containing s.
e Proof by induction (H.W.).

* Therefore, algorithm outputs an s-t path, and for each edge e in the path, ¢, =
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* Lemma: ForS € Cs; if yg > 0then [P N S§(S)| = 1.

* Lemma implies that Y.ccp Ce = Xsec,, Vs < OPT using weak duality.
* Since no s-t path of length < OPT, P must have length = OPT.



* Lemma: For S € Cs; if ys > 0 then [P N §(S)| = 1.

Proof:
* Suppose for some S € Cs, has ys > 0and [P N §(S)| > 1.

There must be a sub-path P’ of P joining two vertices in S such that only the start
and end vertices of P' arein S.

At the time we increased ys, F was a tree spanning the vertices in S.

F U P’ contains a cycle.

This is a contradiction.

Algorithm behaves in the same way as Dijkstra’s algorithm.



Primal-dual algorithm for facility location

minzﬁyi " Z dij*ij maxz v,
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* For client j, w;; can be viewed as its “contribution” to paying the opening cost of
facility i.

* Fori € F, define N(i) & {j € C:v; = d(i,))}.
* Forj € C, define N(j) & {i EF:v; = d(i,j)}.



Algorithm

* Initialize v; =0, w;; =0Vi,j,S=CandT =@, T" = 0.

* While S # @,
1. Increase vj forallj € Sand w;j forallj € S,i € N(j) until (1) v; = d(i,)) for
somej € S,i €T or(2) ).jccwi; = f; forsomei ¢ T.

2. Case(1):v; =d(i,j)forsomej €S, i €T. mava-
* SetS =S5\ {j}. jec :
3. Case(2): Xjeewij = fiforsomei € T. Subject to

Uj—WideijViET,jEC

e SetS:=S\N(i)andT =T U {i}. |
. While T # 0, ;wi,-s;a-vley
* Picki € TandsetT' :=T" U{i}. Wy > 0ViEF,j€C

e SetT =T\ {h € T:3j € C such that w;j, wy; > O}.
e Output T'.



Algorithm

Length=1, and Ja=1,fp=3,f. =5.

Increase v, vy, V3 till vy = v, = v3 = 1.

Increase vq, Uy, V3 and wq 4, Wip, Wop, Wi till vy = v, = v3 = 2.
* f, = Wy4. Therefore, T = {a}.
 N(a) = {1,2}. Therefore, S := {3}.
Increase v; and wsp, wa till v3 = 3.
* fp = Wip + Wap + W3p.
* Therefore, T := {a,b}and S :== @

T' == {a}.
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Bounding cost of T

* Lemma: For any facilityi € T, ZjeC’ w;; = f; (verify).

 Each clientj € C “pays for” at most one facility in T', i.e. there is at most one i € T’
such that w;; > 0.
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* Therefore,



* Lemma: If j € C does not have a neighborin T', then
there exists a facility i € T' such d(i, j) < 3v;.

* Let h € T \ T’ be a facility because of which we deleted j from S.

* hisnotin T’ because there is another client [ € C and a facility i € T’ such that
Whi, Wi > (.

* We will show d(h, 1), d(l,i) < v;.

* Consider the point when we stopped increasing v;. Either (1) his already in T, or (2)
h got added to T now.

* Since wy; > 0, either v; had already stopped increasing or we stop increasing v; now.
In both cases v; = v;.

* Since wp;, wy; > 0, we have d(h, 1), d(l,i) < v, < v;.



* Total cost
DR D dap+ Y dap=) D v+ ) =3y

ieT’ ieT! JEN(i) JEC\N(T") ieT! jEN(i) JEC\N(T") J =6

e 3-approximation algorithm.



