











































































































Theo p ist's Toolkit

Probabilistic methods C 3 weeks

Information theory n 2 weeks

streaming algorithms n 2 weeks
Linear algebraic methods C 3 weeks
Boolean analysis 1 weeks

Multiplicative weights update Cn 1 week
Misc topics n 2 weeks

Homepage coming soon

PROBABILISTIC METHODS to

a powerful tool in combinatorics
rapid development due to the important

role of randomness in TCS and stat physics
















































































































Initiated by Paul Eidos

High level idea
To prove a structure with certain desired

properties Exists
Do one define appropriate probability

space of structures and

she pro desired properties holed
in these structures O

existence is not proved by showing am

explicit example but rather by a

nonconstructive way














































































































I 1 An application in Ramseytheory
Ramsey Numbers

R K l is the smallest integers n s t
in any edgecolonising of kn by red blue
either there is a red Kk om b hee ke

Ramsey 2929 R K l X for fixed K l

Consider No monochromaticK 3
l 3 Kz triangle
n 5 So R 3,3 5

One can show RC 3 3 6

Theorem on friends strangers
In any party of six people Cn 6
either at least 3 are pairwise mutual

strangers CK 3 or at least 3 are pairs
wise mutual acquaintances l 3

friend Bleue edge strangers Red edge
20 03 20 03

eO O O O
6 5 6 5

no blue 0 red 0135




































































































Big branch of combinatorics

knowing towers uppers
bounds are important
questions

Theorem If L q E 1

then R K K n

Thus R K K 22142 for all k 73

R 3,3 L 2 1 2 RC 20,20
R 10,10 7 25 32 7 210 1000

Thin 6 I in M U Prop 1 I 1 in A S














































































































ProofT Do random two coloring of
edges i e for each edge

e E E W P Lz colors it red w p Lz colors blue

For any fixed set R of K vertices

Ape be event that kn R is monochromatic

kn CRI is induced subgraph of kn on R i.e

formed with R as vertex set all of the

edges connecting pairs of v entices in 12

x x

Claim Pr ART 2
2 E 21 CE














































































































Number of possible choices of 12 k

Taking u d.pro that at least
one of the events Ar occurs is at most

2 21 CE 1 By assumption

Hence Pr No AR happens 0

Therefore there is a two coloring of kin
without any monochromatic Kk
R K K n

Note if k 3 n E 2 2 then
µ z z

Ya 21 CE YT 21 KK 3 2 is 3 z i

2kHz l 1542 142 2142 1 2 _I 1

KT KT 2 3 142 2 K

Hence R K K L2142 for all k 7,3 BIN














































































































non
Can we use this constructive proof to

design an efficient algorithm to

construct such coloring
General approach we need two things

1 We can efficiently sample a coloring
from the sample space
In this case random coloring suffice

2 How many samples we must generate
to satisfy our requirements
Say we sample independently at each
trial and Rs obtaining a sample with
desired property p

then the number of samples needed

before finding a good sample is
a geometric random variable with

expectation Yp
So for efficient algorithms we need

Yp to be polynomial in input size

Sf p l s I then sampling once

gives Monte Carlo constructive algorithm
that is incorrect w p O CD
Monte Carlo Randomized Algo whose
output can be wrong w certain probability














































































































For example a random coloring of
Krozg has no monochromatic Kzo is

at most 220 2 1 20 10 15

very small probability of failure
Practice A random coloring of kn is very
likely not to contain a monochromatic
Kz log n

Suppose we want a Las Vegas algo
one that always gives correct sun
Cruntime can vary on the input
simply check all 2 cliques make

sure they are not monochromatic
Not practical if K grows with M














































































































Application in combinatorial numbers
theory additive combinatorics

Theory of counting
additive structures in
sets
of Szemersedi's theorem
on arithmetic progression
Kakeya conjecture
Erdos distance problem

Sum free set A subsets of an abelian
grouts G is called sum free if CStshs 01
i e Afar Az Az E S s t Ar 1 Az Az
For example K t is an abelian group
Closure a b E K at b E k
Associativity at b c a Cb c ht a b C E Z
Identity a O O a a f a E 7L
Inverse a C A a a O t a C 2

commutativity a b b a it a b Ek

set of odd numbers is sum free
1,3 5 7 9

Fermat's last theorem Fop NEZ n 2
the set of ale nonzero nth powers of the
integers is a sum free subset
















































































































Theorem Epd s 65 Thin l 4.1 in A S

Every set B b bz bn of n nonzero

integers contains a sum free subsets

of size 1st 73
e S Take B 2 3,5 8 13,21 i e n 6
One sum free subset is 2,5 21

This is tight
Say E to 9 the tight result
says for sufficiently large n
there exists arrar A s t its any
Ig to o n sized subset is
notsumfree Whereas Erd s's
result says there is a C i

sized subset which is sun free
Note to o n 71














































































































Proof idea
Create a sum free subset of large size
Find a nice mapping using prob methods

Pp W 1 o g assume B is sorted
bn on a bi

larger than any bi bj
Pick prime p 2 bn s t 10 2 mod 3
i e p 3K 2 for some KE 7L

Such
primes
exists

Consider C Kt 1 K 12 2kt 13
C is sum free even modulo p mod p

TLK11 Kil 2K 11 2kt 17 215 1 419 2 KSK 11

I K 43 So C is large sum free
P 3K 12














































































































Pick a uniformly at random from 2
Kp is integers mod p i LO I P i

2 is integers Crelatively prime top
mod p Ln p i for prime p
i e for primes p Kp Zp U LO

So di hasvalues

Mapping V I di I se bi mod f 1 P I

s n L bi s t di E E

Claim 1 tf se Sn is sum free
From contradiction assume 3 bi bj bKE Sr
s t bi bj b k bi bj I bk mod P

n bi t x bj E n bk mod p
dit dj dr Cmodp where di.dj.dk E C

But C is sum free Contradiction Be
21,2 n

Fact if ye 2 and F i E Cn 3 exactly one

NE Rft s t y A bi mod p s

i.e pp bi maps to y 4 p l

As bi is rel proime to p bi L P
bi E Kpk So bi E Kp't property of group

N y bi E 72ft as both y bi E 2

For contradiction if y see bi Nz bi Cmodp
then he y bi l Rz x is unique Be














































































































Claim 2 3 se s t l sa l 43
From fact for a fixed i E for as se

ranges over p 23 di ranges over all

numbers in p I

Let us define indicators function
G so if se bi E E

otherwise

Hence It Q The Oi 1 ICI p y Kg
By linearity of expectation
ECI Snl IEEE Q E Effi I
n n i j se 3

Hence F x s t I Se l 43 Bad

claim 1 Sn exists Can be made

claim 2 which is large algorithmic
Presently p 0 bn

sum free so may not be polycmit

considers ale n mappings But the proof also
works for any prime

corresponding Sse relatively prime K
bi bnHe

Returns the Sx W Issel 73 Fact Such a prime
exists of value polyCal

Using that prime we'll get
an efficient algo
















































































































Applications in extremal combinatorics
and hypergraph theory

T
Hypergraphs generalize
graphs
extremal combinatorics

studies maxima fi minimal
collection of objects sets
numbers etc that can
have a required property

Def Intersecting family of sets
A family 5 of sets is called intersecting
if A B E F implies Ar B f

Fano plane
is the finite
projectiveplane
of orders 2

important object in
projectivelincidence
geometries








 End s ko Rado theorem

suppose n 32k and F be
an intersecting family of

T
K element subsets of an

n set Cn L1 2 n

then I f l E FIE we need this
avoid
triviality as

Lemma 1 in A S otherwise any
Ch 23 in proofsfrom the two setsintersects

book
comment I f I LI if we take the family
of K sets containing a particular element

Claim For S E En let As S Stl Stk L
where addition is modulo n

Then I can contain at most Kof the sets As
Pfof claim fix some As E F
All other sets At with A t n Ast lo can be
partitioned into LK 1 pairs at

As is A sik i s i E K I As kin

Note A s i n As k i
As K s

Hence I can contain at most one member

of each pains total k including A s HIEI



Proof of Erd s ko Rado
Let us choose i E En and a permutation
o rid Cn independently uniformlyat random

Let A Loci 0 it 11 6 it K 1

addition is again modulo n

Note Au K sets are selected with the same

probability in above sampling
Total random choices I Infor i for 0

Fix a k set A How many times do we pick A
1741 There are n starting positions

elements of A can be permuted ki times the
rest of the items can be permuted n KI times
n x Cn KI X K YCL

A can be viewed as uniformly chosen
overs all K sets

Hence As A E R IFI
Ya 1

Conditioned or any choice of 0 from
above claim Rs A E F lo E Klm
Prca E f PrCA EF 103 PRE E n In S

From 2
Law of total prob

Ifl E E E KI Ears



LECTURE 2 EXPECTATIONS1 AVERAGING
ARGUMENT

Linearity of expectations
Let Xi Xz X n be random variables
If X a X t Cn X n then
IE X C TECX Cn Tt Xn

Expectation Argument
In a discrete probability space a random
variable must assume with ve probability
at least one value that is no greater
than its expectation and at least one

value that is not smaller than its

expectation

Lemma C Lem 6.2 in M U

Let s be a probability space and a
random variable X defined on S s t

E X te Then Pro CX te 0 Pro X E te O



Application Finding Max cut

Given an undirected graph G V E

a cut S vis is a partition of V
Value of cut is the number of edges
with one endpoint in S and other

endpoint in Vls
Max cut
maximum
value
cut

Deepconnections
with SDP

in P pcp UGC is NPhard

Theorem Always 3 cut of value 3 LEI
Thm 6 3 in M V

Proof For each vertex U EV uniformly
at random choose 0 I independently
Define indicators random variable

2 if endpoints of edge I have

o
different value
same value



IE Xi Iz r I t Iz O Tz

Define S vertices of value 0

5 value 7

expected size of cut S 5

E E Xi EEE Xi LEI ta
i EE

Transforming to an algorithm
say a random O 1 assignment gives
a cut CA B A B are 0 1 vertices resp
Let p Pr cut CA B 3 Etz
Now 1 E cut CA BD

g eyg
Retort CABT jJ gqeyjzkkntCA.BZZ

E C i p EE 1 t p i El

p
1

El 12 11

So expected number of samples to
obtain a cut with IEYz edges is only
IE 1 2 1 Polynomial time



Derandomization
Let us considers vertices deterministically
one by one Uy Vz s Un

Let see is the value assigned to Vi
if sci 0 then Vi E A

if hi 1 then Vi E B

Suppose we have assigned values to
Un UK

Now we consider expected value of
the cut if remaining vertices
Uk Un are assigned 012 uniformly
at random and independently
This is conditional expectation

It cut CA B I I see UK seek

We want to inductidy assign value
24 1 to 29kt i s t

E cut A B l U see UK _seek

E IE cut A B l U see UK _Kk Ya fMet

Then we will get
E cut CA B l U see r Un Rn 3 E cut CA BD

IE Yzvalue of our solution



Basec a.se

E cut CA B l U oh E cut CA BD
holds by symmetry as it does not

matter where we place the first vertex

Inductive step
considers Uk 1 and 0 w p 42
Then It cut CA B I I see UK _seek I

Iz II cut A B l U see UK _Me 6kt D
Iz II cut CA B V see UK _2K UK 11 0

atz CQ Q2 2

max Q Q2 3 ICQ Q2

II cut A B l U see UK _2K

So we just need to compute Qe Q2
and assign Uk 1 if a Q2

and 0 if Q E Q2

Computation of Qe Az is analogous
conditioning gives assignment of
Ny Nz NK t I i



we can count the number of edges
among these Kt 1 vertices such that
their endpoints received different
values these edges will contribute
to the cat Let this count be IEK.tn
Other edges contribute to cut w p Yz
Easy to compute in 0 IE 1 time

idea The dangers of the two
ill
quantities is determined by
whether UK has more 0 neighbors
or 1 neighbors
Edges not having K as endpoint
contribute the same Lo both Q1 Q2

Simple greedy algo
Considers vertices in an arbitrary order
put on in A
for each successive vertex Vi
put Ii in A resp B if Ui has
more neighbors in B CPesp A



Applications Balancing vectors

Basic problem
in discrepancy
has various

applications

Problem Let Un Uz Un E 112M

Find signs C i E Eti I s t

HIE Ei Vi Hzis minimized

Here 11 Hz is Euclidean norm i e

11kHz TE.tn for vector x Gee any

Theorem
ERm 11Diltz I F i E En

Then 3 C i E 1 I for i E En s t

11 II Ei Vi Hz E Tn Il IE Ei Vi Hz Z Tn



Boot select Ei's uniformly and

independently from 1,1 1
n

Let X Il Eiti HE

y
Dotproducti I

n n

E Ei Ej vi Vj 71i i j I

n m

thus E XT E v Uj IE Ei Ej
i i j L

by ein of exp
Novo IE Ei Ej E Ei IE Ej 0

for ifj
and E Ei Ej IE G 1 for i j

n
It x Vio Vi n I n

i i

3 Ei s s t X E n and X Z N

The theorem is proven by takingn
Square roots as XI 11 E Ei Vi Hz

i

Note Using Jensen's inequality E Xt 5TEX D
Now as y se't is strictly concave and is not constant
the inequality is not tight e s see Thomas Cover

Fhm 2 6.2 and XYZ fu unless X is constant



An alternate nonprobabilistic proof
Greedy algo
Initialize C 1 w i Up

for i 2 to n
B
Iif Ui makes acute angle iwith wi i j c joy

A i
i
i

then set Ei I i c
Acute

Else set c i z vi

D

Proofs follows from 0133 OD

Pythagoras Induction
E

Claim 11 Wi Hz E Ti
Base case 11Waltz 11292112 1

Induction
Wi r and Ei Vi makes obtuse angle
It will E N Wi i 1122 11 Ei Ville 13th

I 1 I I 000

Therefore Il Wn Hz E Tn BTI


