Multiplicative weights

Based on lectures notes by Sanjeev Arora, Jonathan Kelner, etc.



* Suppose X wants to predict the outcome of games, and has n “experts” for
advice. For each game, each expert gives their opinion on who will win the game.
X has to make a prediction based on the experts’ advice.

* Suppose there exists an expert who predicts the outcome of each game correctly.
How do we find that expert?

= Initialize S(9 = [n].
" For game t, take the majority opinion of the experts in st-1),

= Delete from S¢~D all the experts who made an incorrect prediction in game t.
Call this S®.

* Theorem: Number of mistakes made by X is at most [log n|.
» Proof: If X makes a mistake in round ¢, then [S®)| < |s¢-D] /2.



* What if the best expert is not perfect, but makes the least number of mistakes
among all experts?

»Choose a uniform random expert and follow their advice?
» Take the majority opinion of the experts?

» Observe for a few games, then pick the best expert and follow their advice
henceforth?

* First two can not work if there only a few “good” experts among the n experts.
Third can not work if some expert predicted correctly in the first few games, and
makes very few correct predictions thereafter.

* |dea: For each game, consider the opinion of each expert weighted by their past
performance.



Multiplicative weights

(0)

= Initialize w; ™" = 1 for each expert i.

" For round t, predict based on the weighted majority of the experts' predictions, where

Wl(t—l)

expert i gets weight (Z = 1))
J J

(1) _ (t—)

= Update weights: If expert i predicted outcome correctly, then set w, , else set

w0 — (t-1)
wim =0 —ew

* Theorem: Fix € € (0,1/2]. At the end of T rounds, let M( ) be the number of mistakes
made by expert i, and M be the number of mistakes made by Alg. Then

2logn
M® <201+ M + 2258 vi e [n]



Define d(0) & Ziw(t)

If Alg made a mistake in round t, then the weighted majority of the experts made
a mistake in round t. Therefore,
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Therefore,
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Usmg < log — and log— < € + €* for small enough € (verify),
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Saving a factor of 2

(0)

" Initialize w; ™ = 1 for each expert i.

(t—-1)
( ) def Wi

. (t—1
17]

" In round t, sample an expert i with probability p; 5 and follow their
advice.

" Let mgt) be 1 if the expert i made a mistake in round t, and 0 otherwise. Set
Wi(t) = (1 — Emgt)) Wi(t_l) for each i.

* Pr[Alg makes mistake in round t] = }}; p(t) ®) = p® . ©®
* E[mistake made by Alg in t rounds] = X ;eq p(f) . mU)



* Theorem: Fix € € (0,1/2]. Then |
ogn
2 p®.m < (1+¢) 2 m(t) + —— 5 Vi € [n]

€
te[T] te[T]
Expected number of

mistakes by Alg (t-1)

_ W.
o — Z w(® = Z w(D (1 (t) 2 w(t™D L (1 _ Emlgw)
' ' T LW

l l

p(©® . ® —€ Y pepr pO-m®

+ Therefore, ®T) < @0 ¢ Leelr] = ne

(t)
e For any expert i, &7 > W = (1 — g)%eeln™

() _ ). (©
+ Therefore, (1 — €)2teiM ™" < ne € Zeer P M

logn
2 p® .m® < (1+¢€) z m(t) 480

€
te[T] te[T]



More generally ...

A set P of possible outcomes.
m® e [-1,1]"

Initialize W-(O)

= 1 for each expert i.
(t—1)
In round t, sample an expert i with probability p( ) ger % and follow their advice.
i%j
Wi(t_l) for each i.

Observe m(®). Set wi(t) = (1 — emgt))

Theorem: Fix € € (0,1/2]. For any expert i,
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 Therefore,e



(t)
: t) _ m; (t-1)
If m® e [—p, p]™, then modify update as w; = (1 €~ ) w; for each i

Theorem: Fix € € (0,1/2]. For any expert i,
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Equivalently,
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Minimizing Regret

regret & 2 p® . m® — min 2 mgt)

i€[n]
te[T] te[T]
« If m® € [—1,1]™ Vt, then regret < € Dite[T] ‘mgt) + —lofn <€l + lofn

: logn .
* |f we know T, then choosing € = / ~— gives regret < 2,/T logn



/ero-sum Games

Two players R and C have to choose from a finite set of actions. If R chooses i and
C chooses j, then R pays M (i, j) to C. Assume that M(i,j) € [0,1] Vi,

R tries to minimize its payoff; C tries to maximize the payoff.

“Pure strategy”: player chooses a certain fixed action to play.

“Mixed strategy”: player has a fixed probability distribution, and chooses an
action from this distribution to play. M(P,Q) & E; p jo M(i,j) = P"MQ

Does knowing your opponent's strategy help?

von Neumann’s minimax theorem

AF ! mpin max M(P,j) = méix min M (i, Q)
j l



Approximating the value of the game

* Pure strategies of R corresponds to experts, and pure strategies for C corresponds
to events.

e At round ¢, let p(t) be the probability distribution over the experts. Letj(t) =
argmax M(p®, j). The penalty for expert i is given by M (i, jD).

logn

e ForT = @( ) we have
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* Let P* be the optimal strategy for R.

min lz M (i '(t)) = mine! M lz e < P*M 12 e <A
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* Let P (X,erp™®)/T and let j & argmax M(P, j).
j

. 1 ! 1
A" & min max M(P, )) <maxM(P,j) = T(E p(t)> Me; = - (p(t))TMej
1 ! g 1 te[T] tf[T]
T : : ..
<= Z (p) Me; < & + min (T z eiTMej(t)> = 6 + min (T z M(l,](t))>
I€[T] te(T] te(T]
<5+ A

e Therefore, P is an approximately optimal strategy for R.



Linear programming

Given matrix A € R™ "™ and b € R™, does the following have a feasible solution
Ax=b and x =0

Goal: Given § € (0,1/2) compute an x = 0 such that A;x — b; = —6 Vi. (4; is
the ith row of matrix A)

Oracle: Given ¢ € R™ and d € R, does there exist an x € R" such that c’x > d,
and x = 07

Oracle is easy to design, answer is no only whenc < 0and d > 0.



= m experts, one for each constraint.
= Event corresponds toan x = 0.

= Penalty for expert i is equal to A;x — b;. Assume penalty € [—p, p].

" [n round t, generate inequality Zipi(t)Aix = Zipi(t)bi
" |f oracle says infeasible, the LP is infeasible.

" |f oracle returns a point x (6) satisfying this constraint, then set mlgt) = Al-x(t) —
b;. Update weights accordingly and repeat.

* |dea: IfAl-x(t) < b;, then increase weight of this constraint in next round. If
Al-x(t) > b;, then decrease weight of this constraint in next round.
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* If infeasibility is not detected for T = 0 (p (l;gn

1 O \ 1
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Expected penalty of Alg penalty of expert i

) rounds, we have for each i

* Equivalently, for each i

¥ x(@®)
—(SSAi< te[;] )—bi

* Therefore, (Ztem x(t))/T approximately satisfies all constraints.

* p —depends on the problem instance, etc.



Many other applications

“The Multiplicative Weights Update Method: a Meta-Algorithm and
Applications” by Arora, Hazan and Kale



