













































































































Algorithms under Uncertainty
What makes life interesting

Decision making
under uncertainty

uncertainty is

omnipresent

Whom to marry
which classes to take

Should I buy or rent
which stocks to buy

Algorithms under uncertainty
Decision maker doesn't have complete knowledge
of the input
Each time step decision maker needs to
take a decision based only on knowledge
of the past

several approaches prerequisite
Online Algorithms Basics of prob

theory linearOnline Learning
Online convex optimization

Programming





































Online learning Answer a
sedulence

of questions
given partial knowledge of the correct answers

to previous questions and possibly additional

available information

M P Y

R2 PzYz

instance domain

zy

target domain

Goal minimize cumulative loss regret
suffered along its pun

A M Lo I 0.7 0 0.7
0 6 1

t










































Online Convex Optimization Ooo

Regret t u ÉÉ Ft We É fthey
Best hypothesis

there are n stocks

Iggy
t.tl














































































































This lecture next few weeks we focus on

online Algorithms
Decision maker don't have complete knowledge
of the input
Input arrives over time part by part
Each time step decision maker needs to
take a decision immediate irrevocable
based only on knowledge of the past

Performance Measure

competitive Ratio

An online algorithm ALG is c competitive
if there is a constant a s t for all finite
input sequences I

A LG I E C OPT I T X

For additive constant 2 0 we call A La is

strictly c competitive

Mostly we are interested in efficient
poly time algorithms
But hardness also lies in the information
theoretic barrier














































































































Paging Problem

Consider two level computer memory system

1 2 31 k Fast memory KL N

1 2 IN slow memory storage disc
P P2 Pn stores fixed set of pages

fixed sized memory units

At each time step t a request for some

page pit comes

A hit occurs if pit is already in cache

otherwise a miss occurs

Then the system incurs one page fault
and Pit must be fetched from slow memory
to cache

Goal Decide which K pages to retain
in the cache at each point of time to

minimize misses maximize hits

typically for paging
fast memory RAM
slow memory Disk

In Caching where page is called Block

fast memory cache
slow memory RAM

we use caching paging interchangeably



















































































Multiple abstract cost model fas
General cost f for reading fast memory
cost s for fetching from slow memory

Page fault model f O 5 1 our model

Full access model f l S S

Candidate algorithms

j

O
Offline

Assume K 3

Requests Pa Pz Pi Pa Pz Pz P Pa
At t 3 Pa P2 Pr

4 TTP
5 Need to evict a page

FIFO Pa

LF U P2 Pr

Note All are

Demand paging algorithms i e unless there
is a page fault they never evict a page
from the cache









































































Iw Prove that any online offline paging
algorithm can be modified to be demand

paging without increasing the overall cost

on any request sequence

Daniely Mansour 19
compares w best offline algo
compares w single fixed cache

Optimal offline paging algorithm
LED

Intuition Any optimal offline paging algo at
can be modified to act like Lf D without

degrading its performance

Claim Let o be any request sequence
H i E 1013 we can construct Aittoffline algo
i Ai processes first i i requests same as A
Ciil If i th request results in a page fault Ai
evicts from its fast memory the page with LED
iii bi Co E Aco














































































































claim implies Lf D is optimal
Start with A OPT OP É OPT LFD

Proof of Claim
Assume just after process ing Éh request
fast memories of A Ai contains page sets
XU Lu X U u resp Yihasevicted
W assume u u i th request results

in page fault
until u is requested for subsequent requests
Ai mimics A except for evicting u if u evicts re

Note common pages is always 7 K 7

If common pages becomes k i e if A
evicts o then ai continues same as A

However if u is requested before A evicts u

then Ai incurs page fault but not A

However when u was evicted by Ai it must
have LFD so I at least one request for u

after the ith page fault
o y

That incurs a page fault In
to A but not to Ai

page faults for Ai t page faults for A
after servicing u

after servicing V A and Ai identify

Polytime solvable
Hardness comes from lack of information








































































































































































































































































































































BE LRU CLOCK and many more algorithms
belong to the class of marking algorithms
We'll show any marking algorithm attains

optimal competitive ratio in the page fault
model

Th m LRV is marking algorithm
For contradiction assume LRV evicts a

marked page x during some k phase
Consider the first request for se during this
K phase Immediately after serving se it is
marked as most recently used page
so to evict se by LRU there should be 7 Kt 1
different pages to be requested in this phase
C K pages including set the page which got se evicted

TIE we need k other pagesto be more recentlyused

contradiction with defn of phase














































































































Theorem Any marking algo Alg is

KICK hee competitive

Any reduest sequence o its k phase partition

Claim for any phase i Ala incurs E k pg faults
There are k distinct pg references in each

phase Once a pg is accessed it is marked
cant be evicted till end of phase

so Ala cant fault twice on same page

Let d be first request of phase i consider

sequence o starting w second req of phase i
upto and including first req of phase it 1

OPT has h e pages excluding d
There are k distinct requests in o

So OPT must incur 7 K Ch 1 K htt faults
we can ignore last phase by additive Ock term

In each phase alg incurs fault I k times

ALGCO E Ey OPT o T K go
2

upper bound from last phase














































































































Power of Randomization

Adversary Models
Natural model in deterministic case

Knows the algo chooses worst case input
to maximize c R

Advantage of randomness Adversary may not
know the outcome of the random choice

Adversary constructs a sedience pays a cost

OBL oblivious WeakAdversary
constructs o in advance

pays optimally
Doesn't know actions due to outcomes of
random choices by Algo

ADON adaptive online Medium Adversary
Generate oft based on Algo's action so far

on CC Oct 17
serves current request online

So it knows its own strategy for generating 0

Description of online algo its action so far
then need to perform in online manner

AD OF adaptive offline strong Adversary
Choose next request based on Algo's action
so far
Pays optimal offline cost on o that is
created online by adversary














































































































Competitive patio OPTO

to I ALG o I e obey asEng
ghost

ant

2 OB267

Expectation is taken over the random
choices made by Al G

Note ADV o itself becomes a RV for
ADON ADOF So a more careful definition
is needed there

servicingcomponentAdversary Q S answer requests created by Q

requestingcomponent
creates request

s for OB L AD OF optimal offline algo
so completely determined by 07

Q for OB 2 Fix sequence 0 that may depend on
the decision makers online algo

Q for AD on Q is a sequence of functions
or AD of di A X Az x x Ai n R

Tenactions

Let cost of ALG against ADV A LG ADV ALa Q
where o is constructed by a via interaction w Alg

Similarly adversary cost against A LG ADV Ala














































































































ADF O comp against AD of if f AD of Q
IE C ALG Q Ese ALG a LOCALGa Q

r Ea OFFICIALa a r IE OPTCOCALG.AT

Ion o comp against AD on if V AD of a s
IE ALG ADV En CALG aCOCALaa Q

E T IER ADV ALGA 2 IE ADV ALG

Relating the adversaries Ch 7.3 in B Y

Theorem If there exists a randomized online

algorithm that is e competitive against adaptive
offline adversaries then there also exists a

c competitive deterministic online algorithm

Theorem If A is c competitive against adaptive
online adversaries and there exists a

d competitive algo against oblivious adversaries
then there exists a ed competitive algorithm
against adaptive offline adversaries

Corollary If A is c competitive against adaptive
online adversaries then there exists a

E competitive deterministic algorithm








































































































































































































































































































































Here HK YE I
HW Show In K E AKE I thnk

Intuition I doe a link

Hence MARK pays E E milk
i

what is OPTO During i th and Ci 1 St

phases 7 K mi distinct pg requests are

made

pg faults during id i i th phase 7 mi

OPT o IEFa Fi fault in ith phase
P phases

I F Fa Fat Fz t

I mi

C R E É mi Hk t É mi 21h B














































































































Lower bounds for randomized algorithms
Yao's lower bound principle
Uses L B for deterministic algorithms on a

distribution to bound L B for band algo
Ca o be the cost of a deterministic online

algorithm A with input 0

Fact Any randomized te comp algo against
oblivious adversaries is simply a prob distr

over the set of deterministic algos F

II Caco E te Copt o to as

consider some distr DI over input o

III IIs CACO E te IE Copt o

Exchanging expectations Fubini's thm

YI LEE Caco I t.IE Cop o

where D is the setNow mingepleoepf Capt of all det algo
E IA Ef IEoeDI CA o

H IE Copt o

Cost of best
M I ng p

deep cy cop

Ratio of expected

deterministic algo
TED Copt o

the optimal
offline algo

Note Choice of DI is arbitrary Creative part
is finding at good DI














































































































To show L B for paging we need two facts

Coupon Collector's Problem

Suppose each box of cereal contains one of n
different coupons Once you obtain one of every
type of coupon you can send in for a prize
Assuming coupon in each box is chosen

independentlyand uniformly at random how many
boxes of cereal you need to buy before you
obtain at least one of every type of coupon

Let X be boxes bought untill we have all

types of coupons
Let Xi denote Éboxes bought while you had
exactly i 1 different coupons then clearly
X Ei Xi

when exactly c a coupons
tÉÉÉÉÉfÉnd

the prob of obtaining a new coupon is

Pi 1 if
Hence Xi is a geom RV with parameters pi
IE Xi I fix with

replacement
E X IE E X i É IE Xi

nta n É I nitens




































































































































































