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Abstract

Manufacturing supply chain networks (SCN) are formed out
of complex inter-connections amongst various manufactur-
ing and service providers like raw material vendors, logis-
tics operators, warehouses etc. Modeling and analysis of
such a complex system is crucial for performance evalua-
tion and benchmarking. In this paper, we view a supply
chain as a discrete event dynamic system and investigate the
use of generalized stochastic Petri net models for comparing
make-to-stock and assemble-to-order policies in the context
of supply chains.

1 The Supply Chain Process: An Overview

Supply chain process (SCP) encompasses the full range of
intra-company and inter-company activities beginning with
raw material procurement by independent suppliers, through
manufacturing and distribution, and concluding with suc-
cessful delivery of the product to the retailer or at times to
the customer. One can succinctly define supply chain man-
agement (SCM) as the coordination or integration of the ac-
tivities/processes involved in procuring, producing, deliver-
ing and maintaining products/services to the customer who
are located in geographically different places.

Supply chain performance depends on all the constituents
of the supply chain. Long term issues in SCP involve loca-
tion of production and inventory facilities, choice of alliance
partners such as the suppliers and distributors, and the logis-
tics chain. The long term decisions also include choosing
between make to order and make to stock policies, degree
of vertical integration, capacity decisions of various plants,
amount of flexibility in each subsystem, etc.

1.1 Brief Literature Survey
In this section, we briefly survey various articles available
on supply chains. The analytical modeling of supply chain
networks (SCN) can broadly be classified into two areas:
network design, and stochastic methods. The network de-
sign methods provide models mostly for strategic and strate-
gic/tactical levels. They focus on the establishment of the
network and the associated flows. The stochastic models
generally deal with tactical/operational level decisions.

Network Topology Design: In [4], the authors consider
global manufacturing and distribution networks and formu-
late mixed integer optimization programs. A comprehen-
sive deterministic model for supply chain management is
provided in [2]. Because of their large scale, such mod-
els are often difficult to solve to optimality. Authors in [3]
describe reengineering of supply chain using queueing net-
work models. Recently, an insightful survey of common pit-
falls in supply chain management practices is provided in
[8]. The tools and techniques used in industry for solving
supply chain problems are discussed in [7].

Stochastic Models: The thrust of these models is the devel-
opment of multi-echelon inventory control models. A com-
prehensive review of these models can be found in [14]. In
[6], the authors consider a supply network model to gener-
ate base stock levels at each store so as to minimize the over-
all inventory capital and guarantee the customer service re-
quirements.

SimulationModels: Development of simulation models for
understanding issues of supply chain decision making has
gained importance in recent years [5, 9]. Simulation models
can provide for comprehensive supply chain modeling con-
sidering the strategic, tactical, and operational elements. But
these models can only evaluate the effectiveness of a prede-
fined policy.

2 Specification of Supply Chains

2.1 Configuration
This could be of four major types including serial (tandem),
converging, diverging, and converging-diverging (or net-
work) structures. We draw parallels from various workflow
configurations as in [1].

2.2 Operational Issues
Another important ingredient of the supply chain specifica-
tion is the production planning and control(PPC) methodol-
ogy. Any order for an end product triggers a series of work
processes in the supply chain which have to be completed
so that the end customer order is satisfied. The PPC speci-
fies the control approach for the flow of information and ma-
terial in the supply chain. This is in general of three broad
categories: Make-to-stock, Make-to-order, and Assemble-
to-order. For a good overview of these policies, see [5].
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Figure 1: The supply chain process hierarchy

3 Hierarchical Analysis of the Supply Chain Process

For the purpose of modeling and analysis, we decompose the
SCP as in Figure 1. As we said earlier, the SCP starts with
procurement of raw materials and ends with supplying the
material to the markets. The SCP transits several organiza-
tions and each time a transition is made, logistics is involved.
Also since each of the organizations is under independent
control, there are interfaces between organizations and ma-
terial and information flow depend on how these interfaces
are managed. We define interfaces as the procedures and
vehicles for transporting information and materials across
functions or organizations such as negotiations, approvals
(so called paper work), decision making, and finally inspec-
tion of components/assemblies etc. For example, the inter-
face between a supplier and manufacturer involves procure-
ment decisions, price and delivery negotiations at the strate-
gic level and the actual order processing and delivery at the
operational level. The coordination of the SCN plays a big
role in the over all functioning of the SCP. In most cases,
there is an integrator for the network, who could be an orig-
inal equipment manufacturer, who coordinates the flow of
orders and materials through out the network. The forecasts
and orders for each of the products manufactured by the sup-
ply chain are collected and converted into production and lo-
gistics schedules. They are then converted as component or-
ders to the first tier suppliers using the bill of materials, who
in turn will order for raw materials from second tier suppli-
ers. The material then flows in the forward direction.

We assume that each of the organizations does its production
scheduling in a decentralized fashion. In modeling supply
chains, two issues are very important. They include logistics
and interfaces between organizations.

Let us consider Figure 1 again. Each of the organizations of

the supply chain is by itself large scale and is governed by
a functional organizational structure (we show this for the
OEM in Figure 1). Each of the functions is again subdivided
into work processes. We have shown a three layered hierar-
chy in the Figure 1 but in some supply chains there could
be more layers. In the figure, we have prominently shown
the interfaces, and logistics. The logistics take the form of
inventory packaging, warehousing, transportation from one
organization to another, etc.

The logistics could be supplier owned, buyer owned, or
may be a third party operated one. To avoid inventories,
stock-outs and production stoppages, it is important that the
supplier, the buyer, and the logistics be properly coordi-
nated. The coordination, also called the interface manage-
ment, takes the form of strategic alliances, electronic part-
nership, vendor managed inventories, etc., which are agree-
ments for a certain period of time. Interface management be-
comes more critical if international sourcing and marketing
are involved.

3.1 Performance Measures
Performance measures are traditionally defined for an orga-
nization and are typically financial in nature, such as mar-
ket share and return on sales or investment. This approach
is fraught with many ills. First of all, financial indicators are
lagging metrics that are a result of past decisions and are too
old to be useful in operational performance improvement.
Secondly, most companies do business with multiple part-
ners selling multiple products, the individual financial state-
ments do not delineate the winners and the losers. More im-
portantly, several organizations are involved in the product
manufacture and delivery to the customers, individual finan-
cial statements do not give a complete picture of the perfor-
mance of the product or the process.

Recently [12], there are efforts to define and determine non-
traditional performance measures such as lead time, quality,
reliable delivery, customer service, rapid product introduc-
tion, and flexible capacity. Time compression, quality im-
provement, product variety, and customer focus are the four
pillars of modern business strategy. It is often argued that
if these fundamental performance issues are managed well,
then the cost reductions automatically follow.

4 Mathematical Models

Supply chains need to be modeled at various degrees of ab-
straction in order to arrive at strategic, tactical, or opera-
tional level decisions. For instance, it may not be required
to incorporate daily data from shop floor when we are deal-
ing with the supply chain location problem [10]. Similarly,
when we need to schedule a particular facility of the sup-
ply chain, we need to include more details. In this paper, we
intend to abstract the supply chain at the aggregate level, in
particular, the organization level sub-processes of the supply
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Figure 2: The supply chain considered for Petri net modeling
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Figure 3: Product structure for supply chain considered

chain shown in Figure 1. The information required for such
modeling, like the processing times at the various facilities,
are assumed to be available a priori. We wish to study the
dynamics of the supply chain, especially, the impact of lo-
gistics and interfaces, and the manufacturing philosophies,
on the performance measures that we define later. Such an
aggregate level analysis of factory floors is common in liter-
ature [11]. We use the framework of generalized stochastic
Petri nets (GSPN) for the analysis. See [13] for an excellent
overview on GSPNs applied to manufacturing systems.

5 Performance Analysis Illustrated

Consider the supply chain network shown in Figure 2, with
two suppliers for two sub-assemblies and a manufacturing
plant for assembling these, as also, two separate vehicles to
transport the sub-assemblies to the plants. There are two dis-
tribution centers acting as the end customers for the prod-
ucts. The inter arrival time of orders for the end products
are assumed to be exponential in distribution. All processing
and transportingactivities are also exponentially distributed.
We model this supply chain network under two different
policies for material flow, viz., make-to-stock and assemble-
to-order.

The product structure considered for study is shown in Fig-
ure 3. There are two end products D and E which are avail-
able at warehouses W1 and W2 respectively. The demand
for these two products are stochastic. The end products D
and E are assembled at the final assembly plant or OEM,
namely, M . The common base sub-assembly for D and E
is C. Also, C is assembled from raw materials A and B pro-
vided by suppliers S1 and S2 respectively. Inventories of A,
B, C, D, and E are maintained at the respective facilities.

We model the dynamics of such a supply chain network, at
a very aggregate level, by using Petri nets. Our modeling is
more generic and wholesome than current approaches in the

following sense. We consider the logistics process also in
the study. Logistics is typically given a cursory treatment
in available literature by assigning constant values for the
transportation times. We allow for random logistics times.
Also, crucial issues like interfaces shown in Figure 1, are
not usually considered in current literature. We assume that
the average times spent at the interface servers are known,
along with their variances. Since we model such a network
using GSPNs, we consider exponential service times only.
Although more general distributions can be included, since
our aim is to show how the dynamics of a supply chain can
be captured by GSPNs, we limit our study to the exponen-
tial case. We note that while the inbound logistics intoM is
managed by the suppliers individually, the outbound logis-
tics out of M is managed by the manufacturing plant itself.
This is brought out in Figure 2 by having a common pool of
logistics carriers that move products out of M .

We consider continuous review reorder point kind of inven-
tory control policy. For ease of analysis, we assume that
each arriving order for D or E, is for a batch rather than sin-
gle items. Since there is a join or assembling operation atM ,
the targeted inventories of A and B are integral multiples of
C. With a similar argument, the targeted inventory of C is an
integral multiple of the sum of the targeted inventories of D
and E. The latter are obtained by standard forecasting tech-
niques, and are fixed, given parameters to our model. We
hasten to add that our models can also accommodate the case
wherein the stock piles are not integral multiples.

Stock piles of D and E are replenished at fixed reorder points,
which are preset. The Petri net for the above case is shown
in Figure 4. The description of the GSPN is given in Ta-
bles 1-2. We define enabling functions for the transitions
tA; tB; tC; tD; and tE. These immediate transitions are
enabled only when the tokens in the places representing in-
ventory for A, B, C, D, and E reach their reorder points, re-
spectively. Observe that once this condition is satisfied, the
transitions can keep on firing indefinitely. To avoid this, we
define inhibitor arcs from places PA0

; PB
0
; PC

0
; PD

0
;

and PE0, to the above transitions. Thus these places signify
that material is already on order. The tokens from the above
places are removed once the material is available for trans-
porting to the respective inventory locations, which occurs
when there is a token in the places P5; P6; P9; P13; and
P14. The initial marking (as shown in the GSPN) consists of
tokens in places P7; P8; P10; P16; and P17, equalling
in number to the respective targeted finished goods inven-
tory of A, B, C, D, and E.

We add an interestingdimension to the above model. Instead
of making the final products D and E to stock, what would
happen if they were assembled to order, from the common
base component C? The make-to-stock kind of system offers
better serviceability in terms of faster access to end prod-
ucts D and E, thus reducing the probability of back ordering
them. This naturally implies holding excess finished goods
inventory which may get obsolete, if customer demands are
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Figure 4: Petri net model for the reorder point inventory control
based supply chain

not steady and dense in nature. The assemble-to-order case
offers lesser costs for the supply chain in terms of holding in-
ventory, but the downside is customer order lead times. That
is to say, if the customers at warehouses W1 and W2 can not
wait until the product is assembled to order, this case won’t
fit the bill. In the GSPN model for such a system (which
is not shown in the paper) the production of D and E are
triggered directly by customer orders. Hence the places PD,
PD0, PE, and PE0 found in Figure 4 will be absent. Also tran-
sitions tD and tE are absent. The initial marking will not
have tokens in places P16 and P17. The performance mea-
sures of interest are the average work in process and aver-
age finished goods inventories of materials/goods A through
E; the lead times for order delivery; and, material replenish-
ment cycle times (or, the supply chain lead times) for D and
E. These are coded into the total cost, to be defined below.

5.1 Numerical Results
Here, we wish to evaluate the performance of the supply
chain in terms of the total cost, which is the sum of the total
inventory carrying cost and the cost incurred due to delayed
deliveries.

Place Name Description
PA0 Material on order to supplier of A
PB0 Material on order to supplier of B
PA Manufacturing at supplier of A
PB Manufacturing at supplier of B
P3 Logistics from supplier of A
P4 Logistics from supplier of B
P5 Interface between logistics from supplier of A and factory
P6 Interface between logistics from supplier of B and factory
P7 Inventory of A available
P8 Inventory of B available
PC Order receipt for production of C
PC0 Material on order for production of C
P9 Production of C
P10 Inventory of C available
PD Order receipt for production of D
PD0 Material on order for production of D
PE Order receipt for production of E
PE0 Material on order for production of E
P11 Outbound logistics of D from plant to warehouse
P12 Outbound logistics of E from plant to warehouse
Plog Logistics carriers available
P13 Assembling of D from inventory of C
P14 Assembling of E from inventory of C
P16 Finished goods inventory of D at warehouse
P17 Finished goods inventory of E at warehouse
P15 Back order for D ready
P18 Back order for E ready
P19 Customer order for D ready
P20 Customer order for E ready

Table 1: Description of the Petri net for reorder point basedsupply
chain

It is clear that the above components of the total cost are
complementary to each other. There is a trade-off between
the two which is clearly brought out by the two replenish-
ment policies followed, viz. the reorder point based make-
to-stock system and the assemble-to-order system. Let the
holding cost incurred for inventory be HI , and the cost per
hour of delayed delivery be HD. We varied the ratio of the
component costs, HD

HI
from 1.5 to 40.0 to observe any trends

in the total cost, so that the decision maker can choose the
appropriate policy. We assume that product E is valued more
than product D by 50%. That is, delayed deliveries for E are
costlier by 50% when compared to that of D.

The net inventory is computed as follows:

1. For the make-to-stock system, it is the sum of the steady
state average finished goods inventories of A, B, C, D, and
E.

2. For the assemble-to-order system, it is the sum of the
steady state average finished goods inventories of A, B, C,
and the steady state average work in process inventories of
D and E, since the last two are not made to stock.

This net inventory is easily obtained from the GSPN analy-
sis. Also, keeping in view that held inventory becomes ex-
pensive as we move from raw materials to finished goods,
we increase the holding cost rates from the raw materials to
the finished goods. Specifically, the finished good inventory
of C is 20% costlier than that of A and B, and the finished
goods inventories of D and E both cost 20% more than that
of C.
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Transition Name Description
tA Start of manufacturing of A
tB Start of manufacturing of B
t1 Processing by supplier of A
t2 Processing by supplier of B
t3 Transportation from supplier of A
t4 Transportation from supplier of B
t5 Paper work or interfaces with supplier of A
t6 Paper work or interfaces with supplier of B
tC Trigger for production of C
t7 Manufacturer of C starts production
t8 Processing of C
tD Trigger for assembling of D
tE Trigger for assembling of E
t9 End of assembling of D from C
t10 End of assembling of E from C
t11 Outbound logistics of D
t12 Outbound logistics of E
t13 Assembling of D
t14 Assembling of E
t15 Customer order for D served
t16 Customer order for E served
t17 Arrival of order for D
t18 Arrival of order for E

Table 2: Description of the Petri net for reorder point based supply
chain, contd.

Effect of Arrival Rates of End Products: The influence of
arrival rates of D and E on the performance of the system is
shown in Table 3. We observe the following:

1. When the ratio HD

HI
= 1:5, the assemble-to-order system

dominates make-to-stock system. This implies that when
delayed deliveries are not costly, it is better to have the
assemble-to-order system.

The total delay in delivery decreases as the arrival rate in-
creases in the assemble-to-order system. This is a direct con-
sequence of Little’s Law which states that Inventory =

� �Waiting T ime. Here, inventory is to be considered as
the constant number of tokens floating in the assemble-to-
order portion of the Petri net. On the other hand, the waiting
times of the end products in the make-to-stock system are
found to increase as their arrival rate increases. This is be-
cause the arriving orders for D and E are served from the fin-
ished goods stock pile. Hence as the arrival rate is increased,
orders will have to wait until the stock pile is non-empty.

2. When the ratio HD

HI
= 40:0, delayed deliveries are ex-

pensive. Thus one would expect the assemble-to-order sys-
tem to perform badly, and so it does, as in Table 3. Interest-
ingly, in the case of the make-to-stock system, the total cost
appears to be convex in arrival rate with the minimum be-
tween arrival rates of 1:0 and 1:2. Thus, it is more economi-
cal for the enterprise to choose the the make-to-stock system
when the ratio is 40:0, especially with the arrival rate man-
aged around 1:0 to 1:2 units/hr.

Effect of Targeted Finished Goods Inventory of C: We
studied the effect on the total cost of the targeted finished
goods inventory of the common base material (C) for pro-
ducing the end products D and E.

Total Cost

�D
HD

HI
= 1:5

HD

HI
= 40:0

units/hr MTS system ATO system MTS system ATO system
0.8 22.421 19.815 26.001 257.437
1.0 21.237 18.610 25.818 237.559
1.2 20.012 17.714 25.961 224.228
1.4 18.774 17.016 26.339 214.675

Table 3: Performance with varying arrival rates of D; MTS: make-
to-stock, ATO: assemble-to-order

Total Cost

FGIC
HD

HI
= 1:5

HD

HI
= 40:0

6 18.54 28.01
9 27.53 29.34
12 35.553 42.175
15 43.403 49.929

Table 4: Performance of make-to-stock system with various lev-
els of the targeted finished goods inventory of C

1. In Table 4 we show the results for the make-to-stock sys-
tem. As we increase the finished goods inventory (FGI) of
C, the customer order delays decrease due to increased stock
piles (and hence lesser back order times). When the ratio
of costs is 1:5, the inventories are taxed more than the de-
lays, and hence we see that there is a 134% increase in total
costs when the finished goods inventory of C is increased by
150%. On the other hand, when the delays are costlier and
consequently inventories are taxed lesser (cost ratio = 40:0),
we see that the total cost increases by about 78% only. This
suggests that make-to-stock systems are preferable when de-
lay related costs are substantial when compared to inventory
costs. This corroborates available literature (see for instance
[5]) on such systems.

2. In Table 5 we capture the results for the assemble-to-
order system. We see that, as in the case of the make-to-
stock system, increasing the finished goods inventory level
of C increases the total cost. When the finished goods in-
ventory of C is 6, the assemble-to-order system performs
better than make-to-stock system, when the cost ratio is 1:5
(shown in first columns of Tables 4–5). Also, in the case of
the assemble-to-order system, when the cost ratio is40:0, the
total cost increases by about 6% when the base stock levels
are increased by 60% from 5 to 8. This gives us an indica-
tion that the assemble-to-order system is almost immune to
the finished goods inventory levels of C when the cost ra-
tio is high. But this is no incentive in going for such a sys-
tem, for, though the percentage variation is small, the abso-
lute values of total costs are far higher than the case for the
make-to-stock system (shown in the last columns of Tables
4–5.)

Effect of Interface Times of Supplier of Sub-assembly B:
We now analyze the impact of the interface times on the
performance of the make-to-stock and the assemble-to-order
systems. We consider altering the interface times with sup-
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Total Cost

FGIC
HD

HI
= 1:5

HD

HI
= 40:0

5 15.64 197.40
6 18.37 201.52
7 21.07 204.87
8 23.73 207.92

Table 5: Performance of assemble-to-order system with various
levels of the targeted finished goods inventory of C

Interface Total Cost

rates with S2
HD

HI
= 1:5

HD

HI
= 40:0

units/hr MTS system ATO system MTS system ATO system
4.0 22.566 15.542 24.934 197.185
5.0 22.651 15.640 24.981 197.360
6.0 22.709 15.705 25.038 197.502
8.0 22.780 15.785 25.109 197.659

Table 6: Performance with varying interface rates with supplier
of B; MTS: make-to-stock, ATO: assemble-to-order

plier of sub-assembly B alone as shown in Table 6. We
observe the following: all other parameters remaining the
same, when we increase the interface rates, that is, when we
decrease the interface times with supplier of B, the total costs
increase, marginally though. This is irrespective of the pol-
icy used. This seems to be counter intuitive! Especially con-
sidering the fact that interfaces are deemed to be non-value
adding activities (NVA).

The explanation for this anomalous behaviour is that when
we decrease the interface times with the supplier of B, the
inventory held at the stock pile locations increases, for,
more inventory is added at a greater pace. We found that
the inventory of C increases, causing more holding costs.
Strangely, we also found a slight increase in the delay times,
causing an increase in the total cost. The lesson from this
analysis, is then, that any attempts at eliminating the NVAs
should be done keeping the global view of the supply chain.
That is to say, the interface times of the supplier of sub-
assembly A also has to be reduced simultaneously so as to
derive benefits.

6 Conclusions

In this paper, we have investigated dynamic modeling tech-
niques for analyzing the supply chain process based on gen-
eralized stochastic Petri nets (GSPN). The customer order
arrival process is assumed to be Poisson; also the service
process is assumed to be exponential at the various facili-
ties of the supply chain. Our modeling method accounted
the logistics process as also the interface process that exist
between any two members of the supply chain. We com-
pared two production planning and control policies, viz. the
make-to-stock and the assemble-to-order systems and dis-
cussed when each one is suited.
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