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Abstract

Supply chains are formed out of complex interactions amongst several enterprises whose aim is

to produce and transport goods so that customer desired products are sold at various retail outlets.

Computing the total average cycle time for customer orders entering such a complex network of

systems is an important exercise. In this paper, we present analytical models for evaluating the

average lead times of make-to-order supply chains. In particular, we illustrate the use of gener-

alized queueing networks and Clarke’s method, for computing the lead times in the dynamic and

static settings, respectively.

1 The Supply Chain Process: An overview

This is an important, all-encompassing process for a manufacturing company. Supply chain pro-

cess (SCP) encompasses the full range of intra-company and inter-company activities beginning

with raw material procurement by independent suppliers, through manufacturing and distribu-

tion, and concluding with successful delivery of the product to the retailer or at times to the cus-

tomer. One can succinctly define supply chain management (SCM) as the coordination or inte-

gration of the activities/processes involved in procuring, producing, delivering and maintaining

products/services to the customer who are located in geographically different places. Tradition-

ally marketing, distribution, planning, manufacturing and the purchasing activities are performed

independently with their own functional objectives. SCM is a process oriented approach to coor-

dinating all the functional units involved in the order to delivery process. The SCP transits several
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organizations and each time a transition is made, logistics is involved. Also since each of the or-

ganizations is under independent control, there are interfaces between organizations and material

and information flow depend on how these interfaces are managed. We define interfaces as the

procedures and vehicles for transporting information and materials across functions or organiza-

tions such as negotiations, approvals (so called paper work), decision making, and finally inspec-

tion of components/assemblies etc. For example, the interface between a supplier and manufac-

turer involves procurement decisions, price and delivery negotiations at the strategic level and

the actual order processing and delivery at the operational level. The coordination of the SCN

plays a big role in the over all functioning of the SCP. In most cases, there is an integrator for the

network, who could be an original equipment manufacturer, who coordinates the flow of orders

and materials through out the network.

Long term issues in SCP involve location of production and inventory facilities [1, 8], choice

of alliance partners such as the suppliers and distributors, and the logistics chain. The long term

decisions also include choosing make to order or make to stock policies [5], degree of vertical

integration, capacity decisions of various plants, amount of flexibility in each of the subsystems,

etc.

The operational issues in SCP include cycle time and average inventory computations [4],

dynamic scheduling [7], inventory replenishments and the like.

2 Performance Measures

Performance measures are traditionally defined foran organization and are typically financial in

nature, such as market share and return on sales or investment. This approach is fraught with

many ills. First of all, financial indicators are lagging metrics that are a result of past decisions

and are too old to be useful in operational performance improvement. Secondly, most companies

do business with multiple partners selling multiple products, the individual financial statements

do not delineate the winners and the losers. More importantly, several organizations are involved

in the product manufacture and delivery to the customers, individual financial statements do not

give a complete picture of the performance of the product or the process.

Recently [9], there are efforts to define and determine non-traditional performance measures

for SCP such as lead time, quality, reliable delivery, customer service, rapid product introduction,

and flexible capacity. The speed of the SCP determines the delivery time in make-to-order envi-

ronments. Supply chain costs and time depend on all the constituents of the supply chain. The

variability of the lead time and defect rates sum up to make up the total chain variability.

Cycle time monitoring in the supply chain networks would help in reducing the inventories,
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establishing good supplier relationships, reducing setup times, etc. In fact, the traditional way of

functional performance measurement is presents only a partial picture of the prices.

3 Lead Time Models

The total average lead time for an order entering the supply chain is a crucial performance mea-

sure. We can compute the same in the static case as well as the dynamic case at the aggregate

level, using some of the models that we present in this paper. In the static case, we require infor-

mation on the processing time of all the orders that are to be scheduled across the supply chain.

Whereas, in the dynamic and stochastic setting, orders for end products arrive in a random fash-

ion, and demand random processing times at various facilities.

The static lead time models presented in Section 4 are based on an earlier work by Clarke [3]

on lead time computations for assembly kind of manufacturing systems. Such models can be used

to arrive at the total expected supply chain lead time and its variance. This can provide the vital

link between the order processing agents and the customer, especially during order acceptance

stage. For instance, an idea on the mean and variance of the supply chain lead time can help one

in quoting the delivery time reliably for a given customer order.

We then cast the dynamic lead time computation problem for a class of make-to-order supply

chains as multi-class open generalized queueing networks and utilize the existing efficient ap-

proximation algorithms for computing the expected supply chain lead time and variance. This is

the subject matter of Section 5. We conclude this paper in Section 6.

4 Static Lead Time Models for Performance Analysis

In this section, we discuss interesting applications of Clarke’s results on lead time computation

for assembly like supply chains. We essentially handle the lead time computation for the static

order arrival and stochastic order processing case in the following manner. Consider a network of

facilities inter-connected by logistics and various inter-organizational interfaces. All the facilities

start processing an order only upon receiving one such and not in anticipation. In the analysis that

follows, we assume that all processing times are normally distributed with mean�i and standard

deviation�i at facility i. Note that if�i � 3�i then the probability of processing time going

negative is less than0:05. Since we construct the model at the aggregate level, we ignore the

internal routings within a facility and scheduling policies in use. The supply chain structure has

a lot of bearing on the method used to compute the net lead time. (See Section 1.6.2 for details)

In this section, we consider the case of a convergent supply chain and compute the lead time.
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Figure 1: The supply chain network considered for analysis

4.1 Convergent Supply Chain: Lead Time Estimate for Static-Stochastic

Case

Consider a supply chain network consisting of three product lines, A, B and C, which are assem-

bled in two plants MA1 and MA2, and distributed by dedicated fleet of logistics (See Figure 1).

The Bill-of-materials (BOM) for each batch of the products is: A needs one each of A1 and A2; B,

one each of A1, A2 and A3; and C, one each of A2 and A3. For simplicity, we model only one hi-

erarchy for the BOM, albeit with component commonality. Supplier S1 provides sub-assemblies

A1 and A2; and S2 supplies A3. For instance, the three products could be different varieties of

desk-jet printers, with the sub-assemblies representing the front panels (A1), cartridges (A3) and

a base product (here, A2). We assume that the organization has worked out the relationships with

two suppliers to supply the components. The distribution is handled by two separate fleet of trans-

porters (probably third party): one for the sub-assemblies and the other for the outbound finished

goods. Batch processing is assumed everywhere. We are not concerned here with optimal batch

sizes and the like. For our purposes, a job represents a batch of sub-assemblies or finished prod-

ucts.

We decompose the network intoK networks, whereK is the number of job classes. In this

instance, we will have to trace the path of the three classes of products A, B, and C, and obtain pro-

cessing times at the various ’servers’ ignoring theinteraction effects between the various classes.

These effects arise due to various scheduling policies in place, as also the alliances among supply

chain members which decide the processing times. For example, let us consider product type C.

The reduced network for C would be as in Figure 2. In this figure,S1 andS2 are the suppliers,I3
is the interface between the suppliers and the manufacturing plantMA2, whileO3 is the outbound

logistics facility. Let the various lead times be denoted asT1 ... T7. We assume that these times

are normally distributed with means greater than thrice respective standard deviations. We obtain
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Figure 2: The reduced supply chain network for product C

the average supply chain lead time asmaxf(T1+ T2); (T3 + T4)g+ T5 + T6+ T7. We know that

the sum of any number of independent normal random variables is normal with additive means

and variances. Also, to compute the maximum of two normal random variables, we use Clarke’s

results (see [3]), by assuming that the flow times at the various individual facilities are indepen-

dent of each other. Thus, the total lead time is easily computed for the static and stochastic case.

We cite below Clarke’s results, for the maximum of two Gaussian random variablesD1 andD2.

The maximum is again assumed to be Gaussian (D). The maximum of any number of such ran-

dom variables is easily derivable, thus resulting in a quick and effective method for performance

modeling of even large supply chains.

IE [D] = IE [D1]�(�) + IE [D2]�(��) + a�(�) (1)

IE [D2] = (IE2 [D1] + �2
D1
)�(�) + (IE2 [D2] + �2

D2
)�(��) (2)

+ (IE [D1] + IE [D2]) a �(�)

� =
1

a
(IE [D1]� IE [D2]) (3)

a2 = �2
D1

+ �2
D2
� 2�D1

�D2
% (4)

In the above equations,� is the standard normal density function and� is the corresponding

cumulative distribution function. Also,% is the coefficient of correlation between the variables

D1 andD2, which is assumed to be0 in our case, owing to the independence assumption.

The above result easily extends to the case where we have to evaluate the maximum of more

than two normal random variables by observing thatmaxfA;B;Cg = maxfmaxfA;Bg; Cg.
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Figure 3: The supply chain for Example 1

5 Generalized Queueing Network Models

In this section, we present a method using general queueing networks, for evaluating the perfor-

mance of make-to-order supply chains. This is the dynamic case wherein orders for end products

arrive at random points of time, and demand a random processing time at each one of the facili-

ties. Refer [2] for instances where business processes of an enterprise are modeled using queueing

networks.

In this paper, we analyse the situation wherein threedifferent manufacturers supply a common

end product (for e.g. three different television producers) to a common market consisting of three

distribution centres (DCs). We bring out the significance of alliances which appear asinterfaces

in our models.

5.1 The Single Product Multiple Competitors Case

Consider the network shown in Figure 3. Let us assume that there is a steady demand for prod-

ucts of a type, at the three warehousesW1;W2, andW3. There are three different manufacturers

M1;M2; andM3 for this product, who supply to the same three markets. There are two common

suppliersS1 andS2 with the alliances between them and the manufacturers as shown in the fig-

ure. We assume thatM2 has good alliances in place with bothS1 andS2. Thus, we have interfaces

betweenM1 andS1, andM3 andS2, which essentially slow down the process of supplying raw

materials/sub-assemblies to the manufacturers. Each manufacturer shares the production with the

warehouses as shown in the figure. The demand for the end products translate into demand for

the required raw materials to the suppliers. We model the physics of the above supply chain as a

generalized open queueing network of the single class type, for purposes of approximate analysis.

In Figure 4, we show the generalized queueing network (GQN) model for the above supply

chain with input parameters as in Table 1.
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Figure 4: The generalized open queueing network model

D1 = D2 = D3 = D = 20 units per hour; SCV=2.0 each. i.e.�1 = �2 = 30

Server Name Service Rate in units/hour

Mean SCV

S1 40 1.5

S2 40 1.0

IF1 25 0.5

IF2 25 0.5

M1 45 1.5

M2 50 1.0

M3 45 0.5

W1 60 0

W2 60 0

W3 60 0

Table 1: The input parameters for the supply chain of Figure 3

Manufacturer Arrival Rates

D+D/2, D+D/2 D+0.05D, D+0.95D D+D/4, D+3D/4

M 1 0.3629 1.1195 0.3509

M 2 0.1535 0.9078 0.1984

M 3 0.3313 0.3342 0.3882

Table 2: Effect of order release on average cycle times: base case
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Manufacturer Arrival Rates

D+D/2, D+D/2 D+0.05D, D+0.95D D+D/4, D+3D/4

M 1 0.4509 1.2043 0.4388

M 2 0.1540 0.9084 0.1989

M 3 0.3316 0.3344 0.3884

Table 3: Effect of SCV of interface times on average cycle times, withSCVIF1 = 1:5; SCVIF2 =

0:5

Manufacturer Arrival Rates

D+D/2, D+D/2 D+0.05D, D+0.95D D+D/4, D+3D/4

M 1 0.4510 1.2043 0.4389

M 2 0.1541 0.9085 0.1991

M 3 0.3754 0.3772 0.4321

Table 4: Effect of SCV of interface times on average cycle times, withSCVIF1 = 1:5; SCVIF2 =

1:0

Manufacturer Arrival Rates

D+D/2, D+D/2 D+0.05D, D+0.95D D+D/4, D+3D/4

M 1 0.3188 1.0768 0.3068

M 2 0.1530 0.9074 0.1980

M 3 0.2886 0.2907 0.3445

Table 5: Effect of zero SCV of interface times on average cycle times

Manufacturer Arrival Rates

D+D/2, D+D/2 D+0.05D, D+0.95D D+D/4, D+3D/4

M 1 0.3110 0.8676 0.2909

M 2 0.1270 0.6670 0.1553

M 3 0.2810 0.2686 0.3267

Table 6: Effect of SCV ofarrivals on average cycle times, withSCV1 = 1:0; SCV2 = 1:0
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We model various facilities (suppliers, manufacturers, etc) as servers of the queueing network.

Since we consider the single product type case, weaggregate the demand for all the three manu-

facturers as two independent arrival streams to the suppliers. The probability of routing the raw

parts/sub-assemblies to the manufacturers (which is computed as a percentage of demand out-

sourced by the manufacturers to the suppliers) is depicted in the Figure 4.

For the examples presented here, we ran the GQN models using a package developed at the

Laboratory for Competitive Manufacturing, Department of Computer Science, Indian Institute of

Science [6], for analyzing the queueing models. This package makes use of results due to Whitt

[10].

5.2 Discussion of Results

The performance measures of interest to us are the average cycle time and average total WIP at the

three manufacturing plants. In the context of supply chain management, a manufacturer would

usually be interested in knowing how much of his requirements he has to outsource from a given

supplier. We studied three different scenarios for the above issue, withM2 outsourcing different

amounts of its demand fromS1 andS2. This is modeled as different splitting rates of demand,

thus influencing the arrival rates to the two suppliers. In the tables from Table 2, we considered

three different suchoutsourcing combinations: one with equal splitting ofM2’s demand among

the suppliers, second with very little going toS1, and the third a via-media case. The values for

the average waiting time and average queue lengths have been tabulated for all the three cases.

On critically observing the tables, we conclude as follows:

� ForM2, splitting demand equally, rewards it a lot in terms of reduced lead times and queue

lengths (which turn out to be WIP in a manufacturing setting).

� If M1 andM3 decide on the amount to be outsourced fromS1 andS2 without paying heed

to whatM2 decides, it would prove sub-optimal to them. For example,M1’s optimal value

occurs whenM2 decides to outsource 3/4th of its demand fromS2. But this won’t happen,

since,M2 has decided to split demand equally!

Thus before giving sub-contract to any of its suppliers, a manufacturer must decide keep-

ing in view all other customers of S1 and S2, who could very well turn out to be his own

competitors.

� The effect of interface time variance on the performance ofM1 andM3 can be seen clearly

from Tables 3 and 4. As the SCV (and hence, variance) of the interfaceIF2 decreases from

1:0 to 0:0, (keeping the mean service rates at their base values), both the average lead time
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and the average inventory decrease. It is also seen, (see Tables 2, 3) that if the SCV ofIF1

is also reduced, in conjunction withIF2, it will reduce the performance measures forM1

andM3. The best performance is obtained when the SCV’s are zero.

� Let us now compare Table 2 with Table 6. For the former, the SCV of inter-arrival times are

each 2.0, while for the latter, we decreased it to 1.0, each, fixing the mean inter-arrival times.

We see that irrespective of the splitting pattern, the performance measures have improved.

The average cycle times and inventories have reduced when we reduced the SCV of the

arrival rate.

5.3 Implications

As discussed in the earlier section, our simple analysis (though approximated at a very aggregate

level) brings out some very relevant issues in managing supply chains, unequivocally. They are:

1. Decisions by a manufacturer (retailer) regarding how much to be outsourced (bought) from

which supplier (manufacturer), are not to be made in isolation. A thorough survey of the

number, demand patterns and suppliers of the competing manufacturers (retailers) has to

be made at the outset.

2. Although interfaces exist in the event of alliances not being proper, efforts must be put to-

wards reducing the variance (and mean, if possible) of the interface process cycle times.

Also, it would be better forM1 andM3 to get into alliance with the suppliers, likeM2 has

got into, so that their interfaces are smoothened out.

3. The variance of arrival rate should be properly adjusted and controlled to yield better perfor-

mance. Efforts aimed at reducing SCV of arrival rate (keeping its mean at the same value)

yields better results.

6 Conclusions

In this paper, we have presented static and dynamic lead time models for analysing the supply

chain process. The static models are based on the assumption that processing times are normally

distributed. We used Clarke’s approximation to get estimates of the mean and variance of the

total supply chain lead time. This can be used in determining the delivery reliability for end cus-

tomer orders. We have also proposed generalized open queueing network models for the dynamic

performance evaluation of supply chain process. These are basically meant for make-to-order sit-

uations.
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