
Model Extraction and Active Learning

A THESIS

SUBMITTED FOR THE DEGREE OF

Master of Technology (Research)

IN THE

Computer Science and Engineering

BY

Aditya Shukla

Department of Computer Science and Automation

Indian Institute of Science

Bangalore – 560 012 (INDIA)

January, 2020



Declaration of Originality

I, Aditya Shukla, with SR No. 04-04-00-10-22-17-1-14940 hereby declare that the material

presented in the thesis titled

Model Extraction and Active Learning

represents original work carried out by me in the Department of Computer Science and

Automation at Indian Institute of Science during the years 2017-20.

With my signature, I certify that:

• I have not manipulated any of the data or results.

• I have not committed any plagiarism of intellectual property. I have clearly indicated and

referenced the contributions of others.

• I have explicitly acknowledged all collaborative research and discussions.

• I have understood that any false claim will result in severe disciplinary action.

• I have understood that the work may be screened for any form of academic misconduct.

Date: Wednesday 29th January, 2020 Student Signature

In my capacity as supervisor of the above-mentioned work, I certify that the above statements

are true to the best of my knowledge, and I have carried out due diligence to ensure the

originality of the report.

Advisor Name: Prof. Vinod Ganapathy Advisor Signature

1



c© Aditya Shukla

January, 2020

All rights reserved



Acknowledgements

First and foremost, I would like to extend my gratitude to my advisor Prof. Vinod Ganapathy

for his invaluable guidance and support throughout my master’s degree. He has always been

very supportive and gave me a lot of freedom to choose a research problem of my interest. He has

always been available to discuss any research ideas I had and to figure out how exactly to pursue

it further. I have always been fascinated by his quick replies during our email conversations.

Without all his encouragement and support, this thesis would not have been possible.

I thank Soham Pal and Yash Gupta, for giving conducive inputs in our collaborative work.

The regular discussions we use to have were very helpful in formalizing and solving the problem.

The learning experience I have had would have been incomplete without you both. I would

also like to thank Prof. Aditya Kanade and Prof. Shirish Shevade for their guidance in our

collaborative work.

Next, I would like to thank my lab mates at the Computer Systems Security Labora-

tory (CSSL) – Subhendu, Rounak, Kripa, Abhishek, Nikita, Arun, Rakesh, Ajay, Abhinivesh,

Chinmay and Rishabh for making the lab a fun place. Also, I thank all my friends, including

Abhishek, Monish, Vishal, Lokesh, Samadhan, Praveen, Anshuman, Gaurav, Sandeep, Saurabh

for making my IISc campus life fun and enjoyable.

I would also like to thank all the office staff in the Department of Computer Science and Au-

tomation (CSA), including Mrs. Padmavathi, Mrs. Kushael, Mrs. Meenakshi, Mrs. Nishitha.

Their effort to make administrative tasks smooth and easy for all the members of the depart-

ment is invaluable.

Finally, I would like to especially thank my parents and siblings for their continuous love,

support and guidance.

i



Abstract

Machine learning models are increasingly being offered as a service by big companies such as

Google, Microsoft and Amazon. They use Machine Learning as a Service (MLaaS) to expose

these machine learning models to the end-users through cloud-based Application Programming

Interface (API). Such APIs allow users to query ML models with data samples in a black-box

fashion, returning only the corresponding output predictions. MLaaS models are generally

monetized by billing the user for each query made. Prior work has shown that it is possible to

extract these models. They developed model extraction attacks that extract an approximation

of the MLaaS model by making black-box queries to it. However, none of them satisfy all

the four criteria essential for practical model extraction: (i) the ability to extract deep learning

models, (ii) non-requirement of domain knowledge, (iii) the ability to work with a limited query

budget and (iv) non-requirement of annotations. In collaboration with Pal et al., we propose

a novel model extraction attack that makes use of active learning techniques and unannotated

public data to satisfy all the aforementioned criteria. However, as we show in the experiments,

no one active learning technique is well-suited for different datasets and under different query

budget constraints. Given the plethora of active learning techniques at the adversary’s disposal

and the black-box nature of the model under attack, the choice of the technique to be used

is difficult but integral: the chosen technique is a strong determinant of the quality of the

extracted model. In this work, we wish to devise an active learning technique that combines the

benefits of existing active learning techniques, as applicable to different budgets and different

datasets, yielding on average extracted models that exhibit a high test agreement with the

MLaaS model. In particular, we show that a combination of the DFAL technique of Ducoffe

et al. and the Coreset technique of Sener et al. is able to leverage the benefits of both the

base techniques, outperforming both DFAL and Coreset in a majority of our experiments. The

model extraction attack using this technique achieves, on average, a performance of 4.70× over

uniform noise baseline by using only 30% (30, 000 data samples) of the unannotated public data.

Moreover, the attack using this technique remains undetected by PRADA, a state-of-the-art

model extraction detection method.
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Chapter 1

Introduction

In recent years, a popular class of machine learning (ML) models known as Deep Neural Net-

works (DNNs) have gained enormous popularity due to it’s state-of-the-art performance in well

known hard problems such as image recognition [5], video analysis [1], natural language pro-

cessing [43, 17], time series forecasting [51], recommendation system [9] and others. Given its

outstanding performance, many companies provide them as solutions to the aforementioned

problems among many others. They use Machine Learning as a Service (MLaaS) such as Ama-

zon’s Amazon ML, Microsoft’s Azure ML, IBM’s Watson and Google’s Cloud ML to expose

these DNNs to the end-users through cloud based Application Programming Interface (API).

Such APIs allow users to query these trained DNNs with data samples in a black-box fashion,

returning only the corresponding output predictions. MLaaS models are generally monetized

by billing the user for each query made.

Even though MLaaS can make these DNNs accessible to the mass population, it is shown

to be vulnerable to model extraction attacks [45, 31, 28, 6]. An adversary can use these attacks

to extract a copy of a machine learning model and use it to make unlimited free queries to it.

It may also distribute extracted model anonymously over the internet which is a huge threat to

the business model of the company. Moreover, the adversary can also use the extracted model

to instrument following applications which requires gradient information. First, it can use the

extracted model to craft adversarial data samples that are transferable to the MLaaS model

[31]. For instance, an adversary having access to a extracted copy of a spam classifier can use

it to craft spam mails which would be classified as non-spam by both the extracted copy and

the original copy of the classifier. Second, the extracted model can also be used to infer data

samples on which the MLaaS model was trained on, this process is popularly known as model

inversion [10]. It is big risk to the confidentiality of the data of the people who shared it.

For example, Fredrikson et al. [10] illustrated in their work that with the help of an extracted
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Figure 1.1: Overview of model extraction

copy of a facial recognition system and a person’s name, it is possible to get the image of

the corresponding person’s face. Third, Bastani et al. [2] show that it is possible to interpret

statistical properties of the complex MLaaS model by extracting it in an interpretable model

such as decision trees.

The overall process of the model extraction is presented in Figure 1.1 in an abstract way.

There are two parties involved in the process – MLaaS provider and Adversary. MLaaS provider

trains a secret model on a secret dataset. The secret model is exposed to the end-users via

an API, wherein they can query the secret model with input data sample and it returns back

the corresponding output prediction. Since the input-output format of the API is public, it is

fair to assume that the adversary knows how to format the query input and how to interpret

the output prediction. As the adversary may not have access to the secret dataset (on which

secret model is trained on), they curate thief dataset which can be used to query and extract

the secret model. Thief dataset samples are queried for corresponding labels, then it is used to

train adversary’s thief model which approximates the functionality of the secret model.

With reference to Table 1.1, we compare our model extraction attack with prior extraction

approaches on various criteria which we believe are essential to make a model extraction attack

more practical to implement:

• Ability to extract DNNs : It refers to the ability of a model extraction attack to extract

secret models that use DNN architectures. It is an important criterion because, given their

capability, DNNs are increasingly being adopted to solve very well know hard problems

and hence are generally used as a secret model in MLaaS. Except Tramèr et al. [45],

2



Table 1.1: Comparison of our model extraction framework against prior approaches.

Extracts deep No problem domain No annotations Works with a
Model extraction technique neural networks dataset required required limited query budget

Tramèr et al. [45] 7 3 3 3
Papernot et al. [31] 3 7 3 3
Orekondy et al. [28] 3 3 7 3
Correia-Silva et al. [6] 3 3 3 7
Our framework 3 3 3 3

all other approaches including our model extraction framework works on DNNs. Tramèr

et al. show applicability of their technique on only basic machine learning classifiers such

as logistic regression, SVMs, decision trees and a shallow feed-forward neural network

with one hidden layer. We also demonstrate in our experiments that their approach does

not scale well to the DNN architecture we use.

• No problem domain dataset required : It refers to the kind of thief dataset an adversary

uses. In model extraction literature, researchers have used variety of thief datasets. It

can be categorised into three types – Problem Domain (PD) dataset, Synthetic Non-

Problem Domain (SNPD) dataset and Natural Non-Problem Domain (NNPD) dataset.

PD dataset belongs to the distribution of the secret dataset itself, having access to such a

thief dataset is a strong assumption to make as it can be very hard and expensive to get it

even in small quantity. For example, to extract a secret model trained on medical images,

a technique based on the PD dataset would require access to medical images. Papernot

et al. [31] assumed access to either a subset of secret (PD) dataset or fabricate one which

closely resembles it. Hence, this criterion just discourages the use of PD data for model

extraction. Tramèr et al. [45] used SNPD data to perform model extraction, which is

sampled from standard probability distributions like uniform distribution. Correia-Silva

et al. [6], Orekondy et al. [28] and our model extraction framework uses NNPD data,

which on the other hand, is sampled from publicly available data of same content type

as of secret dataset (by content type we mean if secret model is trained on images then

content type is image, similarly, if it is trained on text then content type is text). Since

NNPD data has more natural samples to query the secret model with, it is shown to be

more effective than SNPD to be able to trigger more output classes (or labels) of the

secret model. Hence, better chances of model extraction with NNPD.

• No annotations required : By annotations, we refer to the categorical information of thief

dataset samples. For example, we use ImageNet [33] as thief dataset, thus, categor-

3



ical information is its sample’s true classes such as espresso, volleyball, speedboat, etc.

Orekondy et al. [28] require hierarchical annotations of ImageNet [33] to make their model

extraction technique work well. It is a strong assumption as it might not always be fea-

sible to get high-quality annotations of the thief dataset. Unlike Orekondy et al., all

other approaches including our model extraction framework works on an unannotated

thief dataset, i.e, we do not require annotations at all. Our extraction framework makes

use of freely and easily available unannotated public data to perform model extraction.

• Works with a limited query budget : It refers to the ability of a model extraction approach

to extract a secret model in limited number of queries to it. It is an essential criterion

because generally each input query to a secret model is billed on a per-query basis. Except

Correia-Silva et al. [6], all other approaches including our model extraction framework

considers a limited query budget criterion.

As can be seen from Table 1.1, we are the first one to satisfy all the four criteria of practical

model extraction. We extract DNNs without using domain knowledge or annotations while

working in a limited query budget. To achieve this, we needed a solution that could filter out

freely and easily available huge amounts of unannotated public data to a very small subset of

informative samples. We observed that this objective is very similar to the objective of active

learning [36]. Active learning is a special case of machine learning in which learning algorithm

can interactively query an expert (or oracle) to label new data samples. It is generally applied

in situations where unlabelled data is present in an abundant amount but manually labeling it is

expensive. Learning algorithms in such a case actively query an expert (or oracle) to label a few

informative data samples selected out of the complete set. Figure 1.2 shows complete overview

of active learning. Initially, active learner trains a model on a very few labeled samples of the

abundant unlabelled data. It then uses the trained model to select interesting or informative

samples from the abundant unlabelled data, which is queried to the expert or oracle for its

corresponding labels. The model is then trained on this updated subset of labeled data. Steps

2-5 in Figure 1.2 goes on in the loop until the model has achieved a desired accuracy. Note

that this process is similar to model extraction except for the part that instead of expert (or

oracle) we have a secret model, which labels the input queries. Thus, our model extraction

framework exploits freely available abundant unannotated public data (NNPD) by using pool-

based active learning techniques (defined in Section 2.2) to achieve all four criteria of practical

model extraction.

However, as we show in the experiments (Section 5.2), no one active learning technique

is well-suited for different datasets and under different query budget constraints. Given the

4
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plethora of active learning techniques at the adversary’s disposal and the black-box nature

of the model under attack, the choice of the technique to be used is difficult but integral:

the chosen technique is a strong determinant of the quality of the extracted model. In this

work, we wish to devise an active learning technique that combines the benefits of existing

active learning techniques, as applicable to different budgets and different datasets, yielding

on average extracted models that exhibit a high test agreement with the MLaaS model. In

particular, we show that a combination of the DFAL technique of Ducoffe and Precioso [7] and

the Coreset technique of Sener and Savarese [34] is able to leverage the benefits of both the

base techniques, outperforming both DFAL and Coreset in a majority of our experiments. We

evaluate our technique on four different tasks – MNIST [20], Fashion-MNIST [48], CIFAR-10

[19], GTSRB [41]. The model extraction attack using this technique achieves, on an average,

a performance of 4.70× over uniform noise baseline of Tramèr et al. [45] by using only 30%

(30, 000 data samples) of the unannotated public data.

Finally, it is evident through prior and this work that model extraction attacks are indeed

a threat to the confidentiality of the MLaaS models. In light of this, Juuti et al. [16] proposed

a generic model extraction detection framework, PRADA (Protecting against DNN Model

Stealing Attacks), which analyses the distribution of the distances between successive queries

from end-users. It checks for the degree of deviation of the distribution with the normal
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distribution. The end-user is considered an adversary if the deviation is beyond a threshold.

We empirically show that the attack using our DFAL+Coreset ensemble technique remains

undetected by PRADA.

1.1 Collaboration and Contribution of the Thesis

This work was done in collaboration with Pal et al. [29], of which my key contributions are

summarized as follows:

1. We define the notion of ensemble active learning. In particular, we instantiate a new en-

semble active learning technique, DFAL+Coreset and demonstrate its efficacy, comparing

and contrasting with existing active learning techniques.

2. We demonstrate that the models extracted using the DFAL+Coreset technique exhibit

more consistent performance than the existing active learning techniques, with it con-

sistently producing extracted models that have a higher agreement with the confidential

MLaaS model.

3. Finally, we show that the model extraction attack using the DFAL+Coreset active learn-

ing technique is not detected by the state-of-the-art model extraction detection method,

PRADA.

1.2 Outline of the Thesis

The rest of the thesis is organized as follows:

• Chapter 2: We provide necessary background details in this chapter required to under-

stand the thesis. It consists of defining Deep Neural Networks (DNNs), active learning,

explaining general adversarial sample generation process and defining Papernot’s attack.

• Chapter 3: We define the threat model our extraction framework follows which includes

defining attack surface, capabilities and adversary’s goal.

• Chapter 4: Our model extraction framework is explained in this chapter. We also explain

a general active learning algorithm and give details about all the existing active learning

techniques used in our model extraction framework and introduce a new DFAL+Coreset

ensemble active learning technique.

6



• Chapter 5: We evaluate the effectiveness of the new DFAL+Coreset ensemble active

learning technique by comparing it with the existing active learning techniques and eval-

uating its effectiveness with our model extraction framework. Finally, we show our results

on PRADA evasion.

• Chapter 6: All the related work is explained in this chapter. We categorize them into

model extraction, active learning and model reverse-engineering domains.

• Chapter 7: In this chapter, we conclude our thesis and provide directions for future

work.

7



Chapter 2

Background

In this chapter, we first talk about DNNs – their general architecture, training phase and testing

phase. We then introduce active learning from machine learning literature. We also discuss

about adversarial sample generation process which is used in one of the existing active learning

technique. Lastly, we describe a prior model extraction attack which we compare against (in

context of PRADA evasion).

2.1 Deep Neural Network (DNN)

A Deep Neural Network (DNN), as shown in Figure 2.1 and stated in [31], is a special class

of machine learning model that uses a hierarchical composition of n parametric functions to

model an input x. Each function fi, where i varies from 1 to n, is modeled using a layer of

neurons. These neurons are elementary computing units which applies an activation function

on the weighted representation of the previous layer to generate a new representation. Each

layer is assigned a weight vector θi, which impacts each neurons activation. Such weights hold

the knowledge of a DNN model F . Thus, a DNN model F is defined as follows:

F (x) = fn(θn, fn−1(θn−1, . . . f2(θ2, f1(θ1, x))))

During the training phase of the DNN model F , it learns values for its parameters θF =

{θ1, . . . , θn}. In this work, we focus on classification tasks where the goal is to assign a label lj

to the input sample x from a predefined set of labels l1, . . . , lQ. The DNN is given a large set

of known x and y pairs, i.e., (x, y). It is trained on these pairs by adjusting weight parameters

to reduce a cost quantifying the prediction error F (x) and the true output y. The adjustment

is usually performed using techniques derived from the back-propagation algorithm. Such

techniques successively propagate the error gradients with respect to network parameters from

8
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the output layer to the input layer of the network.

During the testing phase of the DNN model F , it’s parameters set θF is fixed, i.e., values

of all the parameters is no longer changed. These set of parameters are now used by the DNN

model F to make predictions on input samples not seen during the training phase. DNNs have

shown good generalization ability, when trained on large training datasets, , across diversity of

tasks in various domains [21]. The DNN architectures we use in our experiments are defined in

Sub-section 5.1.3.

2.2 Active learning

The idea behind active learning [36] is that if a learning algorithm is allowed to choose the

data samples to learn from, it will be able to learn the model quickly with very less number

of training data samples. It is specially helpful in supervised learning tasks where getting

labelled data samples is difficult, time consuming or expensive. For an example, in the task of

9



classification of images, video, audio, documents etc, it is required that the user label each of

the files as ”relevant” or ”not-relevant”, which can be very tedious as number of such files can

range from millions to billions.

There are typically three scenarios in which an active learner can query the labels of data

samples:

• Membership Query Synthesis: In this setting, learner generates/constructs data sam-

ples from underlying natural distribution. For example, if underlying distribution is sim-

ilar to MNIST, learner would construct images similar to digits. It would then query it

to the oracle to get the labels.

• Stream-Based Selective Sampling: Assumption here is that getting unlabeled data

samples is either free or inexpensive. Therefore, learner can sample data points from the

actual distribution and can then decide whether to query for it’s label or not. This decision

is typically made based on informativeness of the sampled data point. Informativeness

can be measured by various active learning strategies, one of which is, uncertainty [23].

• Pool-Based sampling: In this setting, it is assumed that a large pool of unlabeled

samples are available. Some samples are drawn from the pool based on informativeness

of the samples. The informative measure is applied on all samples of the pool and then

the most informative one(s) are selected. This is the most common scenario in active

learning community.

The main difference between stream-based and pool-based active learning is that stream-

based scans data samples sequentially and decides to query for its label on an individ-

ual basis, whereas pool-based active learning determines the most informative sample(s)

among all the samples present in the pool collectively by ranking them using the infor-

mative measure.

We use pool-based active learning scenario in our model extraction framework. Particularly,

we use it in each iteration of our extraction algorithm to query a batch of unlabeled samples

and add it to a growing subset. Please refer to Sub-section 4.1.1 for more details about the

specific active learning techniques used in our extraction algorithm.

2.3 Adversarial sample generation (DeepFool technique)

Moosavi-Dezfooli et al. [25] introduced the DeepFool technique, which is used to generate

adversarial samples. This technique is used by one of the active learning technique, DeepFool

based Active Learning (DFAL), introduced in Sub-section 4.1.1.
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Figure 2.2: Adversarial sample generated using DeepFool [25].

The concept of adversarial example was introduced by Szegedy et al. [44]. They were the first

ones to notice that mappings of DNNs are so discontinuous. They designed an optimization

procedure to search for a small noise which when added to the natural input can lead the

model to output differently. The noise can be small enough that any human can barely notice

it. Many different approaches to generate adversarial examples were proposed in literature: the

Fast Gradient Sign Method (FGSM) of Goodfellow et al. [11], Jacobian-based Saliency Map

Attack (JSMA) of Papernot et al. [30], the C&W attack of Carlini and Wagner [3] and many

others [50, 42, 25, 31, 26].

These approaches generally work as follows: given an input sample x and a machine learning

model f , they compute an imperceptible noise r. This noise is then added to the original input

sample x to get an adversarial sample, x̃ = x+ r. The objective is that the adversarial sample

and original sample must fall into different output classes, i.e, f(x) 6= f(x̃).

DeepFool [25] is one such technique for the generation of adversarial examples. In Figure

2.2, we show one such example where the adversarial noise r (generated using DeepFool) is

added on to the original data sample x (MNIST digit 7) to produce adversarial data sample x̃

(MNIST digit 9). In general, DeepFool solves the following problem iteratively:

r∗ = arg min
r
‖r‖2 s.t. f(x+ r) 6= f(x)

In the binary classification setting (i.e. where rangef = {−1, 1}), it uses a first order approxi-

mation of the analytical solution for the linearly-separable case:

rl = − f(xl)

‖∇f(xl)‖22
∇f(xl)

xl+1 = xl + rl

11



The process is started by setting x0 = x, and terminates at the lowest index L for which

f(xL) 6= f(x). The total noise is obtained by summing up all the individual noise at each step,

r =
∑L

l=1 rl. This algorithm can be extended to work in the multi-class classification setting.

Interested readers can refer to [25] for more details.

2.4 Papernot attack

Papernot et al. [31] introduced a model extraction attack, which we use in Section 5.3 to

compare against our model extraction attack (in context of PRADA evasion).

With reference to Algorithm 1, we describe the Papernot attack as follows: It needs initial

set of training samples S0, which consists of small set of disjoint samples which are distributed

similarly as secret dataset (in other words, it requires Problem Domain (PD) data as thief

dataset) to start with. These samples are labeled by querying it to the secret model g to get

initial training set D0. Adversary’s thief model g̃ is then trained on D0. Now, the attack

works in an iterative manner till i ≤ N . In each iteration, it uses Jacobian-based Dataset

Augmentation (JbDA) technique to generate k new synthetic samples. These samples are then

labeled by querying them to the secret model g and resultant set is then merged with the

previous Di−1 to get Di. The thief model g̃ is then trained on Di from scratch.

Algorithm 1: Papernot’s model extraction attack

Input : Initial set of training samples S0, Secret model g
Parameters: Budget b, Number of iterations N , λ
Output : Thief model g̃

1 D0 ← {(x, g(x)) : x ∈ S0}
2 k ← b÷N
3 g̃ ← Thief Model Train(D0)
4 foreach i ∈ {1 . . . N} do
5 Si ← {(x+ λ · sgn(JF [g̃(x)])) : x ∈ Si−1}
6 Di ← Di−1 ∪ {(x, g(x)) : x ∈ Si}
7 Si ← Si ∪ Si−1
8 g̃ ← Thief Model Train(Di)

The heuristic used by Papernot attack for generating new synthetic samples is based on

identifying direction in which the thief model’s (or partially extracted secret model’s) output

is varying, around a set of samples Si−1. These directions are identified with the thief model’s

Jacobian matrix JF evaluated on data samples x ∈ Si−1. Each x ∈ Si−1, is modified by adding λ

(configurable parameter) times sign of the Jacobian matrix JF [g̃(x)] (computed on the output

vector of the thief model g̃ at point x). The generation of synthetic samples is identical to

12



generation of adversarial examples using the Fast Gradient Sign Method (FGSM) [11].
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Chapter 3

Threat model

In this chapter, we describe the threat model under which our proposed model extraction

framework operates.

3.1 Attack surface

We assume that the adversary does not have direct access to the secret model, rather it can

only query it in black-box fashion via an API. We assume query cost associated with each

query to the secret model. As this query cost can be potentially used by the service provider

to provide a defense that limits the number of queries from each end-user, we assume that our

model extraction framework works on strict limited query budget.

3.2 Capabilities

As the adversary has only black-box access to the secret model via an API, it is capable of

selecting only which input query to send to the secret model. Since the API which adversary

uses to query the secret model is public, it is fair to assume that the adversary knows the

format of input-output and how to interpret it. The output format of API can be of two types

– top-1 prediction vector and full probability distribution vector. Top-1 prediction vector means

that the highest probability output class of the secret model is returned as a one-hot standard

basis vector. The full probability distribution vector means the complete output probability

distribution of the secret model is returned as it is. An adversary who assumes access to full

probability distribution vector is said to have stronger capability compared to the one who

assumes access to only the top-1 prediction vector. In this work, all our results are produced by

assuming weaker capability of the adversary, i.e., assuming the output of the API to be top-1

prediction vector only. Hence, a stronger model extraction attack.
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As we show in Sub-section 5.2.2.1, even if there is a minor difference between network

architectures of the secret model and thief model, it still fetches good quality of the extracted

model to the adversary. However, as shown by related line of work (model reverse-engineering

[27, 46, 8, 49, 15, 14]), it is possible for the adversary to know the precise details of the secret

model architecture and it’s corresponding hyperparameters. Hence, we report our results using

the same architecture for both the secret and the thief model.

Lastly, the adversary does not assume any knowledge about the secret dataset. It makes use

of freely available unannotated public data to extract the secret model. Note that the public

data is first labeled by the secret model before it can be used to train the thief model.

3.3 Adversary’s goal

The goal of the adversary is to get a thief model function g̃ which closely approximates the

secret model function g, i.e., g̃ ≈ g. To achieve this, it uses a subset S of thief dataset Xthief ,

i.e., S ( Xthief . As there is a cost associated with each query to the secret model, the adversary

would want |S| � |Xthief |. It trains the thief model g̃ on the subset S with its corresponding

labels obtained by querying the secret model g. A metric introduced by Tramèr et al. [45], which

is used to measure similarity quantitatively between the extracted model g̃ and the secret model

g is known as agreement.

Definition (Agreement): Two models g and g̃ are said to agree on a input sample x, if

the label predicted by both of them on x are same, i.e., g(x) = g̃(x). Formally, it is defined as:

Agreement(g, g̃, D) =
1

|D|
∑

(x,.)∈D

1[g(x) = g̃(x)]

whereD denotes a dataset and 1(.) is the indicator function. It simply means fraction of samples

from D on which both the secret and thief model predicts the same label. Note that we use

test split of secret dataset (or problem domain dataset) as D. We do so only for evaluation

and is not used during the model extraction process. The secret model is queried with and the

thief model is trained on samples only from the NNPD thief dataset.
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Chapter 4

Model extraction framework and

PRADA evasion

4.1 Model extraction framework

With reference to Figure 4.1, we describe the flow of our model extraction framework as follows:

1. The adversary selects a subset S0 of samples from the thief dataset. This selection is done

in a uniformly random fashion.

2. In ith iteration (where i varies from 0,1,2,...,N), the adversary queries samples from set

Si and collects true labels1 corresponding to each sample in the set. Thus, makes Di =

{(x, g(x)) : x ∈ Si}.

3. In ith iteration, the thief model is trained from scratch on all collected Di’s till the current

one, i.e.,
⋃i

t=0Dt.

4. The adversary queries remaining samples of the thief dataset against it’s own thief model

to get approximate labels1. In other words, this step curates an auxiliary dataset D̃i:

D̃i = {(x, g̃(x)) : x 6∈ S1 ∪ · · · ∪ Si}

These approximate label aids active learning techniques (in the next step) to take a

decision whether a thief dataset sample is informative or not. Note that as the thief

model is in complete access of the adversary, we get these approximate labels ỹ = g̃(x) as

full softmax probability vectors.

1We refer true label as the output of the secret model, approximate label as the output of thief model and
annotation as categorical information of the thief dataset sample.
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Figure 4.1: Our model extraction framework (explanation of the flow 1-5 is given in Section
4.1)

5. In this step, an active learning subset selection technique is used to choose the most

informative k samples Si+1 to be queried next, such that x ∈ Si+1 only if (x, ỹ) ∈ D̃i.

The steps 2 to 5 goes on in a loop till i ≤ N . Note that our framework uses NNPD thief

dataset (described in introduction) which is freely available public data. The complete proce-

dure is formally described in Algorithm 2. We refer train and validation split of Xthief as Xvalid
thief

and Xtrain
thief respectively. Training regime followed by the subroutine Train Thief Model is

described in Sub-section 5.1.3). Details of the active learning techniques used for subset selec-

tion in subroutine Active Learning Technique are described in the following subsections.

4.1.1 Basic active learning subset selection techniques

In each iteration of our model extraction algorithm, the subroutine Active Learning Technique

selects a new set of k thief dataset samples Si ⊆ Xthief to label by querying the secret model

g. In general, each subset selection active learning technique takes input as the approximately

labeled set D̃i = {(xm, ỹm)}, and return a set Si. Description of subset selection techniques are

as follows:
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Algorithm 2: Model extraction using active learning

Input : NNPD thief dataset Xthief, Secret model g
Parameters: Budget b, Number of iterations N , Fraction of validation dataset µ,

Initial number of samples k0
Output : Thief model g̃

1 Svalid ← µb number of random samples from Xvalid
thief

2 Dvalid ← {(x, g(x)) : x ∈ Svalid}
3 S0 ← k0 number of random samples from Xtrain

thief

4 D0 ← {(x, g(x)) : x ∈ S0}
5 k ←

(
(1− µ)b− k0

)
÷N

6 g̃ ← Train Thief Model(D0, Dvalid)
7 foreach i ∈ {1 . . . N} do

8 D̃i ← {(x, g̃(x)) : x ∈ Xtrain
thief ∧ (x, ·) 6∈ Di−1}

9 Si ← Active Learning Technique(D̃i, Di−1, g̃, k)
10 Di ← Di−1 ∪ {(x, g(x)) : x ∈ Si}
11 g̃ ← Train Thief Model(Di, Dvalid)

Random technique: In each iteration, this technique simply selects k samples uniformly

at random from remaining samples of the thief dataset Xtrain
thief .

Uncertainty technique: It was introduced by Lewis and Gale [23] and is perhaps the simplest

active learning technique. It selects data samples which the thief model is least certain about

what label to assign. Formally, this technique computes entropy (ωm) for every data sample

(xm, ỹm) ∈ D̃i, which is defined as follows:

ωm = −
∑
j

ỹm,j log ỹm,j

where j is output class index. In each iteration i, this technique selects k data samples which

have highest entropy (ωm) values (i.e., learning algorithm is most uncertain about which labels

to assign) and returns it as set Si.

Coreset technique: The basic idea in this technique is to construct a core-set of data samples

whose label information tell us the labels of other data samples. Core-set construction requires

one to construct a set of data samples which can cover the entire dataset. To achieve this we

use greedy version of the algorithm proposed by Sener and Savarese [34]. Like uncertainty, this

technique also operates in label space (i.e., uses output probability vector of the thief model
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g̃). The predicted probability vectors ỹm = g̃(xm) for samples (xm, ym) ∈ Di−1 are considered

to be cluster centers. In each iteration, the strategy selects k centers by picking, one at a time,

pairs (xn, ỹn) ∈ D̃i such that ỹn is the most distant from all existing centers:

(x∗1, ỹ
∗
1) = arg max

(xn,ỹn)∈D̃i

min
(xm,ym)∈Di−1

‖ỹn − ỹm‖22

(x∗2, ỹ
∗
2) = arg max

(xn,ỹn)∈D̃1
i

min
(xm,ym)∈D1

i−1

‖ỹn − ỹm‖22

where:

D̃1
i ←D̃i \ {(x∗1, ỹ∗1)}

D1
i−1 ←Di−1 ∪ {

(
x∗1, f(x∗1)

)
}

i.e. (x∗1, ỹ
∗
1) is moved to the set of selected centers. This process is repeated to obtain k pairs.

The samples x∗1, x
∗
2, . . . x

∗
k corresponding to the chosen pairs are selected.

DFAL technique: The core idea behind this technique is that the data sample x for which we

can get it’s adversarial counterpart x̃ with very less amount of perturbation are more important

samples as they lie closer to the decision boundary. This technique is given by Ducoffe and

Precioso [7]. Precisely, it uses Deepfool [25] (explained in Section 2.3) to construct adversarial

counter part of each sample xm ∈ D̃i (denoted by x̃m) such that g̃(xm) 6= g̃(x̃m). Let the

absolute difference between xm and x̃m be αm (i.e. αm = ‖xm − x̃m‖22). We compute αm for

each xm ∈ D̃i and take k samples with lowest perturbation values αm.

4.1.2 DFAL+Coreset ensemble active learning technique

DFAL, on one hand, has an advantage of picking up very informative samples (i.e., ones which

are close to the decision boundary) but on the other hand, it might end up choosing redundant

samples (i.e., samples which lie close to only few of the decision boundaries). Similarly, Coreset

has the advantage of selecting diverse samples but they might not be that informative (i.e., lie

close to any of the decision boundaries).
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Figure 4.2: Overview of DFAL+Coreset technique

Inspired by this observation, we combined both the techniques in such a way that it could

avoid disadvantages of both. We call this ensemble technique as DFAL+Coreset ensemble

active learning technique. In this technique, DFAL is first used to select p samples (p is a

configurable parameter) and Corset is applied on these p samples to get k samples (which are

then queried to the secret model to get labels). In other words, it first selects samples which

are close to decision boundary (using DFAL) and then selects samples, among these, which are

diverse enough (using Coreset). This gives an advantage of selecting samples which are both

close to decision boundary and are diverse enough to cover all the output classes.

To evaluate the efficiency of the new DFAL+Coreset ensemble technique and to check its rel-

ative performance in comparison to the basic active learning techniques, we implemented a gen-

eral active learning Algorithm 3. Note that this algorithm is used to evaluate the DFAL+Coreset

technique in the active learning domain, whereas Algorithm 2 is used to evaluate the same tech-

nique in model extraction domain. Results for both are presented in next chapter.

As the procedure followed by general active learning algorithm is very similar model extrac-

tion algorithm, this algorithm turns out to be similar to Algorithm 2 except for some differences.

Instead of using secret model g, in active learning domain an expert or oracle o labels the sam-

ples selected by the active learning techniques. The general active learning algorithm thrives

to select a small subset of the original Problem Domain (PD) dataset which when used to train

a machine learning model with, will produce a comparable test accuracy as compared to when

it is trained with the complete PD dataset. Thus, Algorithm 3 assume access to PD dataset

(Unlike in model extraction domain). Note that the objective in model extraction domain is

different, hence access to PD dataset there is considered a stronger assumption. Lastly, in this
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Algorithm 3: General active learning algorithm

Input : Problem domain unlabeled dataset XPD, Oracle o
Parameters: Budget b, Number of iterations N , Fraction of validation dataset µ,

Initial number of samples k0
Output : Trained model φ

1 Svalid ← µb number of random samples from Xvalid
PD

2 Dvalid ← {(x, o(x)) : x ∈ Svalid}
3 S0 ← k0 number of random samples from Xtrain

PD

4 D0 ← {(x, o(x)) : x ∈ S0}
5 k ←

(
(1− µ)b− k0

)
÷N

6 φ ←Model Train(D0, Dvalid)
7 foreach i ∈ {1 . . . N} do

8 D̃i ← {(x, φ(x)) : x ∈ Xtrain
PD ∧ (x, ·) 6∈ Di−1}

9 Si ← Active Learning Technique(D̃i, Di−1, φ, k)
10 Di ← Di−1 ∪ {(x, o(x)) : x ∈ Si}
11 φ ←Model Train(Di, Dvalid)

case we evaluate performance of active learning techniques using test accuracy, computed on

test split of the PD dataset.

Training regime followed by the subroutine Model Train is described in Sub-section 5.1.3.

Subroutine Active Learning Technique follows similar description as given in Sub-sections

4.1.1 and 4.1.2.

4.2 PRADA evasion

Juuti et al. [16] proposed PRADA (Protecting against DNN Model Stealing Attacks) which is

a generic approach to detect model extraction attacks. It is generic because it does not assume

to have information about the secret model or the secret dataset it was trained on. Compared

to prior work on adversarial machine learning defenses (e.g., [12], [24]), it is different in its goal

as it does not take a decision based on whether individual queries are malicious or not rather

it analyses a range of queries and then makes a decision. Thus, this technique tries to know

the relation between successive queries rather than focusing on each query.

Algorithm 4 is a simplified version of PRADA’s model extraction detection framework. It

considers a stream S of samples x queried by an end-user to the secret model g. It calculates

minimum distance dmin(xi) of sample xi with all the previous samples x0, x1, . . . , xi−1 of the

same class. To keep track of the class of each sample, it stores them in Gc, which is different

for different class c. All the minimum distances dmin(xi) are stored in a set D. This D is used

to model the distribution of distances between queried samples and identify samples that are
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unusually close to or far away from previously queried samples.

Algorithm 4: Simplified PRADA algorithm

Input : Secret model g, Stream of samples from end-user S

Parameters: Set for each class Gc, Set of minimum distances D, Detection threshold δ

Output : IsAdversary

1 Gc ← ∅, D ← ∅, IsAdversary ← False

2 foreach x ∈ S do

3 c← g(x)

4 if Gc == ∅ then

5 Gc ∪ {x}
6 else

7 d← ∅
8 foreach y ∈ Gc do

9 d ∪ {dist(x, y)}

10 dmin ← min(d)

11 D ∪ {dmin}

12 if |D| > 100 then

13 if W (D) < δ then

14 IsAdversary ← True

15 else

16 IsAdversary ← False

They believe that if the distribution followed by D deviates beyond a threshold δ from normal

distribution then the end-user is a potential adversary. To check this, they use Shapiro-Wilk

test for normality test, which is as follows:

W (D) =
(
∑n

i=1 aid(i))
2∑n

i=1(di − d̄)2

where D = {di}ni=1, and d(i) refers to the ith order statistic of D, and the values of ai are

functions of the ith expected order statistics of i.i.d. normally distributed random variables.

When W (D) < δ, PRADA rejects the null hypothesis and claims that an attack has been

detected.
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We believe that their detection algorithm works on the assumption that the adversary

either generates synthetic combinations or perturbations of benign samples, which causes the

distribution of D to deviate from the Normal distribution. As our model extraction framework

with the DFAL+Coreset technique does not require the generation of synthetic samples, rather

it directly selects samples from natural NNPD dataset, we show in Section 5.3 that it evades

PRADA’s model extraction detection framework.

23



Chapter 5

Experimental evaluation

5.1 Experimental setup

5.1.1 Datasets

The datasets on which we perform our experiments can be found in Table 5.1. We use MNIST

[20] dataset consisting of gray scale images of handwritten digits (0 to 9 digits, 10 classes),

Fashion-MNIST [48] dataset consisting of gray scale images of fashion products ranging over

10 different classes, CIFAR-10 [19] dataset consisting of small color images of 10 different

categories and GTSRB [41] dataset consisting of color images of german traffic sign boards

spanning over 43 different categories. Experiments in active learning domain (Sub-section

5.2.1) are performed using aforementioned datasets only, whereas, experiments performed in

model extraction domain (Sub-section 5.2.2 and Section 5.3) uses these datasets only to train

the secret models.

We use a subset of the ILSVRC2012-14 dataset [33] as thief dataset in our model extraction

experiments (Sub-section 5.2.2 and Section 5.3). It is a Natural Non-Problem Domain (NNPD)

dataset which is used to extract functionality of the secret models and train thief model. Details

Table 5.1: Shows details of the PD datasets used in our experiments. # means number of and
K means 1000.

Dataset Dimensions # Train # Val # Test # Classes

MNIST 28× 28× 1 48K 12K 10K 10
F-MNIST 28× 28× 1 48K 12K 10K 10
CIFAR-10 32× 32× 3 40K 10K 10K 10
GTSRB 32× 32× 3 ∼ 31K ∼ 8K ∼ 12K 43
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Table 5.2: Shows details of the NNPD thief dataset used in model extraction experiments. #
means number of and K means 1000. Note that ImageNet subset do not have predefined folds,
but for reference the fractions used for training and validation have been mentioned.

Thief Dataset Dimensions # Train # Val # Test # Classes

ImageNet subset 64× 64× 3 100K 50K – –

of the ILSVRC2012-14 dataset used is present in Table 5.2.

5.1.2 DDN architectures

For experiments in active learning domain (Sub-section 5.2.1), we use following architectures:

For MNIST, Fashion-MNIST tasks we use simple LeNet architecture [20] and for CIFAR-10,

GTSRB tasks we use VGG-16 [40].
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Figure 5.1: Network architecture used in model extraction experiments

For experiments in model extraction domain (Sub-section 5.2.2 and Section 5.3), we use

architecture presented in Figure 5.1 for both the secret and thief model. It is a multilayered

Convolutional Neural Network (CNN) containing three convolution blocks followed by fully

connected and softmax layer to get output probability vector. Each convolution block consist

of two repeated units. In each unit, there are two convolution layer (of 3 × 3 kernel size with

stride 1) and one pooling layer (of 2 × 2 kernel size with stride 2). Each convolution layer

output goes through ReLU activation and batch normalization layer. Pooling layer output

passes through dropout layer. Convolution layer in the three blocks use 32, 64 and 128 filters

respectively.

5.1.3 Training regime

For experiments in active learning domain (Sub-section 5.2.1), we follow following training

regime: we run all our experiments with initial batch size or number of samples k0 as 0.1 times
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the total budget (b). The fraction (µ) of problem domain dataset used as validation split is 0.2.

For the DFAL+Coreset ensemble technique, we use p = b, i.e., first DFAL technique selects b

samples and then that goes as an input to Coreset technique to filter k samples out of it. We

choose number of iterations N = 10 across all our experiments. For training the model we use

Adam optimizer [18] with default learning rate of 0.001.

For experiments in model extraction domain (Sub-section 5.2.2 and Section 5.3), we follow

following training regime: We use Adam optimizer [18] with default parameter values (learning

rate = 0.001) for training the Thief model. It is trained, in each iteration, starting from the

same random initialization for at most 1000 epochs with an early stopping criteria (patience

of 100 epochs). Batch size used is 150. L2 regularizer is used for all the model parameters

with a loss term multiplier of 0.001. A dropout of 0.1 is used for all the model parameters, for

every datasets except CIFAR-10. For CIFAR-10, it is 0.2. Model is evaluated at the end of

each epoch and it’s F1 measure is recorded on validation split of the thief dataset (ImageNet).

Model with best F1 value is selected as g̃ in that iteration. We use the value of k0 as 0.1 × b,
µ as 0.2. Specific to DFAL+Coreset ensemble technique, we use p = b, i.e., DFAL filter outs b

samples followed by Coreset which selects k samples.

Training regime used for the thief model of the papernot attack [31] (formally defined in

Section 2.4) used in our PRADA experiments (Section 5.3) is as follows: we use a value of

λ = 0.1, as recommended in the paper. Values for total number of iterations (N), initial

number of samples per class, total budget (b) for MNIST, Fashion-MNIST, CIFAR-10 are 7,

15, 9.6K respectively and for GTSRB it is 6, 10, 13.76K respectively.

All of our experiments are run on a server with a 24-core Intel Xeon Gold 6150 CPUs and

NVIDIA GeForce GTX 1080Ti GPUs.

5.2 Results and analysis of the DFAL+Coreset ensemble

technique

5.2.1 In active learning domain

Results of the experiments performed using Algorithm 3 is shown in Table 5.3. Each sub-table

indicates results on a specific dataset. In any such sub-table, row corresponds to an active

learning technique and column corresponds to a specific query budget. An entry in the table

corresponds to test accuracy achieved by the model when a specific active learning technique

and budget (b) is used. We report each entry after completion of all N = 10 iterations of

the algorithm. For comparison, we also report the test accuracy the model can achieve when

complete dataset is used.
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Table 5.3: Each entry corresponds to test accuracy of the model for a particular active learning
technique and budget (b) after completion of all N = 10 iterations of the Algorithm 3.

Test Accuracy(%)

MNIST 100 500 1000 1500 2000

Random 77.53 95.09 96.28 96.77 97.16
Uncertainty 78.90 95.54 96.90 96.92 97.94
Coreset 81.96 96.43 98.04 98.48 98.95
DFAL 84.44 96.64 98.14 98.51 98.90
DFAL+Coreset 86.05 96.80 97.99 98.57 98.61

Using full dataset: 98.53

Test Accuracy(%)

Fashion-MNIST 100 500 1000 1500 2000

Random 68.92 79.62 80.98 83.69 84.03
Uncertainty 65.72 77.79 84.03 85.21 86.18
Coreset 71.91 78.96 81.85 83.71 84.21
DFAL 69.94 79.18 82.42 84.47 85.53
DFAL+Coreset 73.36 82.36 84.56 85.73 87.18

Using full dataset: 92.99

Test Accuracy(%)

CIFAR-10 1000 5000 10000 15000 20000

Random 41.61 71.74 77.39 79.21 81.45
Uncertainty 41.12 70.90 79.41 81.07 83.20
Coreset 45.12 73.01 80.80 83.02 83.25
DFAL 43.47 72.14 78.65 81.09 84.05
DFAL+Coreset 45.59 71.03 79.51 82.13 84.30

Using full dataset: 84.09

Test Accuracy(%)

GTSRB 100 500 1000 2500 5000

Random 10.14 71.66 87.32 94.15 96.94
Uncertainty 10.59 72.90 91.01 97.05 97.74
Coreset 11.40 70.48 91.81 97.32 97.80
DFAL 10.83 78.14 90.77 95.15 96.77
DFAL+Coreset 15.69 80.01 91.89 97.11 97.19

Using full dataset: 98.00
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Following are the observations we make from the table:

• Out of 20 experiments, DFAL+Coreset ensemble active learning technique won 13 times,

which is a clear majority. Followed by Coreset and DFAL which won for 6 and 1 times

respectively.

• The ensemble DFAL+Coreset technique turns out to be a better alternative as it improved

over DFAL 17 out 20 times. Similarly, it improved over Coreset 13 out of 20 experiments.

• As we increase the budget to be labeled by the oracle o (i.e. going from left to right in

the Table 5.3), test accuracy of the model almost always increases.

The above observations indicate the potential DFAL+Coreset ensemble active learning tech-

nique bears. It turns out to be a majority winner and improved over the individual DFAL and

Coreset techniques in majority of our experiments.

5.2.2 In model extraction domain

Results of all our experiments performed using Algorithm 2 are shown in Table 5.4. Except for

random, all other active learning techniques are run in an iterative manner. As the choice of

samples in each iteration is not influenced by the thief model (g̃) (in random technique), rather

it is chosen in uniformly at random, we chose to run it in one shot. The numbers reported in

the table are test agreement (as defined in Section 3.3), recorded at the end of last iteration,

between the secret and the thief model on test split of Problem Domain (PD) dataset (defined

in Chapter 1). Note that the PD dataset is not used during extraction of the secret model

but only to report the test agreement after the secret model is extracted. We show our results

on all four datasets and for different query budgets: 10K, 15K, 20K, 25K, 30K (where K =

1000). For comparison, we report the test agreement achieved by thief model when complete

thief dataset (120K samples) is used.

Our observation across all the experiments of the Table 5.4 are following:

• The DFAL+Coreset ensemble technique improves over the DFAL technique in 15 (of 20)

experiments. Similarly, it improves over the Coreset technique in 13 (of 20) experiments.

• The DFAL+Coreset ensemble active learning technique wins for 13 (of 20) experiments,

which is a clear majority. Followed by Coreset and DFAL techniques which wins for 5

and 2 (of 20) experiments respectively.

• As it is evident from the table, when we increase query budget test agreement between

the secret and the thief model increases.
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Table 5.4: Each entry corresponds to test agreement between the secret and the thief model
after all N = 10 iterations of the Algorithm 2 has been completed. Here, K denotes 1000.

Test Agreement(%)

MNIST 10K 15K 20K 25K 30K

Random 91.64 95.19 95.90 97.48 97.36
Uncertainty 94.64 97.43 96.77 97.29 97.38
Coreset 95.80 95.66 96.47 97.81 97.95
DFAL 95.75 95.59 96.84 97.74 97.80
DFAL+Coreset 95.40 97.64 97.65 97.60 98.18

Using the full thief dataset (120K): 98.54
Using uniform noise samples (100K): 20.56

Test Agreement(%)

Fashion-MNIST 10K 15K 20K 25K 30K

Random 62.36 67.61 69.32 71.76 71.57
Uncertainty 71.18 72.19 77.39 77.88 82.63
Coreset 71.37 77.03 81.21 79.46 82.90
DFAL 67.61 69.89 80.84 80.28 81.17
DFAL+Coreset 73.51 81.45 83.24 80.83 83.38

Using the full thief dataset (120K): 84.17
Using uniform noise samples (100K): 17.55

Test Agreement(%)

CIFAR-10 10K 15K 20K 25K 30K

Random 63.75 68.93 71.38 75.33 76.82
Uncertainty 63.36 69.45 72.99 74.22 76.75
Coreset 64.20 70.95 72.97 74.71 78.26
DFAL 62.49 68.37 71.52 77.41 77.00
DFAL+Coreset 61.52 71.14 73.47 74.23 78.36

Using the full thief dataset (120K): 84.99
Using uniform noise samples (100K): 10.62

Test Agreement(%)

GTSRB 10K 15K 20K 25K 30K

Random 67.72 77.71 79.49 82.14 83.84
Uncertainty 67.30 73.92 80.07 83.61 85.49
Coreset 70.89 81.03 83.59 85.81 85.93
DFAL 72.71 79.44 83.43 84.41 83.98
DFAL+Coreset 70.79 79.55 84.29 85.41 86.71

Using the full thief dataset (120K): 93.68
Using uniform noise samples (100K): 45.53
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Figure 5.2: Plots show iterative improvement of test agreement between the secret and the thief
model, for all the active learning techniques, after each iteration of the Algorithm 2. Random
technique is indicated as a straight line parallel to X-axis.

• Using uniform noise samples (as used by Tramèr et al. [45]) as thief dataset is not a

good choice. In our experiments for all four datasets, it gives low test agreement between

the secret and the thief model even when we query 100K samples. The reason which

we observe is that in all of our experiments (which involves using uniform noise as thief

dataset) there are many output class labels which are predicted extremely rarely while

some are quite dominant. For example, in case of MNIST dataset, digit 6 is predicted

for 96.04% of the time, followed by digit 4 and 5 with 2.74% and 1.21% prediction; rest

of the digits were never predicted even once. This issue diminishes if we use NNPD thief

datasets such as ImageNet. On an average, by using full thief dataset (i.e., 120K samples

of ImageNet) the test agreement improves by 4.85× over full uniform noise samples (100K

samples). Moreover, an improvement of 4.70× is retained even when using 30K samples

which are selected using the DFAL+Coreset ensemble active learning technique.

Above observations infer (the similar conclusion as concluded by previous Sub-section 5.2.1)

that DFAL+Coreset ensemble active learning technique in general shows increased potential in

extracting information from the secret model over the individual DFAL and Coreset techniques.

We also show test agreement on each iteration, as the Algorithm 2 progresses, for 20K
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budget (on all the active learning techniques and datasets) in Figure 5.2. As evident from the

plots, DFAL+Coreset ensemble active learning technique shows similar performance, at the end

of each iteration of the algorithm, as other active learning techniques and it improves with each

subsequent iterations.

5.2.2.1 Influence of thief model architecture

To check the influence of varying DNN architecture on our model extraction algorithm, we

consider following three architectures:

• Lower complexity (LC) architecture: This architecture has two convolution blocks.

Each block has two repeated units of – two convolution layers followed by a pooling layer.

The convolution layers in each block has 32 and 64 filters respectively.

• Base complexity (BC) architecture: This architecture has three convolution blocks.

Each block has two repeated units of – two convolution layers followed by a pooling layer.

The convolution layers in each block has 32, 64 and 128 filters respectively. This is the

architecture we use in all our main experiments of model extraction (Sub-section 5.2.2

and Section 5.3)

• Higher complexity (HC) architecture: This architecture has four convolution blocks.

Each block has two repeated units of – two convolution layers followed by a pooling layer.

The convolution layers in each block has 32, 64, 128 and 256 filters respectively.

We consider all possible combination of the above architectures applied to both the secret

model and the thief model. We show results of experiments on such combinations in Table 5.5.

As evident from the table, the test agreements along the principal diagonal (i.e., when both

the secret and the thief model complexities match) are generally high. These results confirm

the findings of [16]. We speculate that the degradation in test agreement from using a less

or more complex architecture is due to underfitting or overfitting respectively. A less complex

architecture may not have the required complexity to learn a function of a more complex secret

model. Similarly, A more complex architecture may readily overfit the constructed dataset

using the less complex secret model, leading to poor generalization and test agreement.

Even though test agreements are higher when both the secret and thief model architectures

are identical, it is still reasonably high even when there is a mismatch in model complexities. An

adversary can use model reverse-engineering approaches (as explained in Section 6.3) to recover

information about the architecture and hyperparameters used by the secret model. Using this

information it can construct a thief model of similar architectural complexity leading to an

extracted model of high test agreement.
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Table 5.5: The agreement on the secret test set when architectures of different complexity are
used as the secret model and thief model. Each row corresponds to a secret model architecture,
while each column corresponds to a thief model architecture.

(a) MNIST dataset

Thief model
Secret model LC BC HC

Lower Complexity (LC) 98.73 98.15 97.63
Base Complexity (BC) 97.21 98.81 98.10
Higher Complexity (HC) 96.75 98.05 98.36

(b) Fashion-MNIST dataset

Thief model
Secret model LC BC HC

Lower Complexity (LC) 87.15 80.15 75.26
Base Complexity (BC) 81.50 84.17 79.88
Higher Complexity (HC) 79.83 73.35 84.01

(c) CIFAR-10 dataset

Thief model
Secret model LC BC HC

Lower Complexity (LC) 78.34 76.83 74.48
Base Complexity (BC) 80.66 81.57 81.80
Higher Complexity (HC) 74.34 79.17 78.82

(d) GTSRB dataset

Thief model
Secret model LC BC HC

Lower Complexity (LC) 95.02 92.30 86.88
Base Complexity (BC) 90.08 91.42 91.28
Higher Complexity (HC) 80.95 86.50 84.69
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5.2.2.2 The convergence of thief model training

We observe in our experiments that at the end of each iteration of the model extraction algo-

rithm, the train loss becomes close to zero which indicates that the labels of the samples picked

by active learning strategies do not change as the algorithm progresses.

5.3 Results and analysis on PRADA evasion

We run PRADA against our model extraction attack with the DFAL+Coreset ensemble active

learning technique and the Papernot attack [31] (as explained in Section 2.4). We run it, against

both the attacks, for all four datasets. Results are plotted as histograms of D (explained in

Section 4.2) and are shown in Figure 5.3. For Papernot attack, D is plotted only for samples

up to the point of detection.

Following are the observations we make:

• For MNIST, Fashion-MNIST, CIFAR-10 and GTSRB tasks: Papernot attack is detected

by PRADA in 210, 491, 380 and 710 queries respectively to the secret model. Thus, we

see its plots deviated from normal distribution.

• For all the aforementioned tasks, our attack with the DFAL+Coreset ensemble technique

is not detected even when using a query budget of 30, 000, i.e., even when we fire 30, 000

queries to the secret model (as opposed to Papernot attack where query budget assigned is

approximately 10, 000). Thus, all of our attack’s plots roughly follow normal distribution.

We believe that Papernot’s attack gets detected due to the reason that their attack crafts

adversarial examples of a small set of original samples (that are then queried to the secret

model), which leads D to deviate from normal distribution. On the contrary, as our attack

with the DFAL+Coreset ensemble technique selects samples from only Natural NNPD data

(and does not craft any synthetic samples), we are able to evade model extraction detection by

PRADA.
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Figure 5.3: Plots demonstrate that unlike papernot attack, our attack go undetected (i.e.
follows normal distribution) against PRADA model extraction detection framework.
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Chapter 6

Related work

In this chapter, we categorize and discuss about the related work in three broad domains –

model extraction, active learning and model reverse-engineering.

6.1 Model extraction

We further categorize prior work on model extraction into attacks and defenses depending on

their applicability.

6.1.1 Attacks

Tramèr et al. [45] was the first work, which introduced the notion of model extraction. Their

work is very similar to ours as they also perform model extraction in strict query budget

constraint. They proposed several attacks to extract simple ML models such as: equation

solving attack for one-layer logistic regression model, path finding attack for decision trees.

Both the attacks are very efficient and requires only few queries to perform model extraction

but are limited to only simple ML models. They proposed a model extraction method targeting

shallow feedforward neural network. However, as we showed in Sub-section 5.2.2, their approach

of using random uniform noise as thief dataset does not extend to deeper networks.

Sethi and Kantardzic [35] proposed a general framework to evade security systems with ML-

based core, e.g., a CAPTCHA system that uses mouse speed and click time features to detect

benign users from bots. They call their approach as Seed-Explore-Exploit Framework, where

they use model extraction to help in the generation of adversarial examples which can evade the

secret model. Their proposed framework has three phases: in seed phase, they start with one

legitimate and one malicious class sample and then in the exploration phase they use Gram-

Schmidt process to generate orthogonal samples, near the mid-point of two randomly selected

samples of opposite classes from seed set. At the end of exploration phase, the generated
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dataset is used to train a thief ML model. This model is then used in exploitation phase to

craft adversarial samples to evade detection by the security system.

Chandrasekaran et al. [4] draws a parallel between active learning and model extraction.

They show that the process of active learning and model extraction is quite similar. Based on

this observation, they propose an attack which uses Query Synthesis (QS) active learning to

extract ML models such as decision trees. QS active learning is used to generate queries de

novo, which are independent of the secret dataset distribution. They implement two QS active

learning techniques and leverage them to extract binary classifiers (d-dimensional halfspaces).

In contract to their approach, we use pool-based active learning for model extraction.

Shi et al. [37] considers deep learning models as thief models to extract functionality of basic

ML models. In particular, they show that their extraction approach works on basic ML models

such as: SVM and näıve bayes secret models. Both of these models are trained to perform text

classification. Thus, they show that deep learning can reliably infer functionality of basic ML

models. They also show that the reverse is not true, i.e., SVM and näıve bayes models cannot

be used as a thief model to extraction functionality of deep learning classifiers.

Shi et al. [38] leverages active learning in conjunction with problem domain data to perform

model extraction on shallow feed-forward neural network. In the follow-up work by the same

authors [39], they propose a model extraction attack that uses Generative Adversarial Network

(GAN) trained on small subset of problem domain dataset. They show that this trained GAN

can be used to generate informative samples to query the secret model with. In both of these

works, they perform their experiments on classification tasks in text domain. Also, both the

works, uses extracted model to launch evasion attack (i.e. to generate adversarial samples

using the extracted model which can fool the secret model) and causative attack (i.e. to send

mislabeled samples, generated using the extracted model, to the secret model which uses them

as a feedback to train itself. Thus, degrading the quality of the secret model).

6.1.2 Defenses

Lee et al. [22] proposed a defense which involves applying a perturbation noise to the output

softmax probability vector of the secret model. They empirically show that this defense would

lead the adversary to make much more queries before it train a thief model with comparable

performance. However, as our model extraction attack operates under a stricter Top-1 pre-

diction constraint, such a defense would still leave the secret model vulnerable against our

attack.

Quiring et al. [32] shows that the attacks and defenses developed by two separate research

communities of model extraction and digital watermarking are very similar. To this end, they
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show that defenses against digital watermarking attack can be used to defend against model

extraction. This defense assumes secret model to be a decision tree only and does not apply on

DNNs.

Hanzlik et al. [13] designed MLCapsule, a framework which can be used to provide guarded

offline deployment of MLaaS models. They leveraged a hardware security feature provided by

Intel known as Intel SGX for its implementation. This on one hand, allows MLaaS provider to

serve their ML models in an offline manner with same security guarantees which are possible

with deployment in a cloud platforms and on the other hand, it gives additional benefits to the

end-users who do not trust to send their confidential data to the service provider for prediction.

MLCapsule uses PRADA [16] to provide a defense against model extraction attacks. As we

show in Section 5.3, our model extraction attack evades detection by PRADA and hence, it can

successfully extract MLaaS models deployed using MLCapsule.

6.2 Active learning

There are various active learning techniques which are applicable to basic machine learning

models such as näıve Bayes and SVMs. For more details on it, we refer interested reader to a

survey work on active learning by Settles [36].

Active learning techniques which are proposed specifically for deep neural networks include

the following:

Sener and Savarese [34] proposed an active learning technique based on core-set selection,

i.e., choosing a set of data samples such that a model learned over the selected subset is

competitive for the remaining data samples of the complete training dataset. They theoretically

show that the problem of core-set selection can be approximated to solving the k-center problem

[47]. While solution to k-center problem proved to be a good initialization point, they further

improved their solution by formulating and solving a mixed integer program which ensured

that the number of outliers does not exceed a threshold. They used traditional active learning

techniques such as uncertainty [23] as baseline and showed significant improvement over them

when training deep Convolutional Neural Networks (CNNs).

Ducoffe and Precioso [7] proposed a margin-based active learning technique which selects

data samples lying close to decision boundary of the CNNs. Their technique works on the

assumption that distance of a data sample from the decision boundary of a CNN can be ap-

proximated by calculating minimum perturbation required to get an adversarial counter-part

of the data sample. In other words, they exploit information provided by adversarial data

sample to estimate approximate distance to the decision boundary. In particular, they use

DeepFool [25] for generation of adversarial data samples. They empirically show that their
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technique outperforms classical active learning technique such as uncertainty [23] while still

being competitive to that of [34] for image classification tasks on CNNs.

6.3 Model reverse-engineering

As we show in Sub-section 5.2.2.1, the agreement between the secret model and the thief model

is comparable even when their network architectures do not match. However, it improved when

they match. Hence, it is in best interest of the adversary to infer the architecture details of the

secret model which is shown to be possible by following approaches in model reverse-engineering

literature:

Oh et al. [27] proposed a method to infer confidential attributes such as the number of

convolution layers, filter size, value of dropout, activation function, batch size, optimization

algorithm and training dataset of the secret model from sequence of input-output queries.

They train a meta-model to do this. Input to the meta-model is softmax output probability

vector of the secret model and it predicts, with statistically significant confidence, confidential

attributes of the secret model as an output. To curate a dataset for training the meta-model

on, they first randomly generate and train neural networks of varying architectural complexities

and then queries them to get the input-output pairs.

Wang and Gong [46] proposed hyperparameter stealing attacks which are applicable on va-

riety of popular machine learning models such as ridge regression, logistic regression, support

vector machine and neural network. Their proposed framework is based on the observation

that the model parameters learnt by an ML algorithm are often minima of the corresponding

objective function. They evaluate effectiveness of their method both theoretically and empiri-

cally.

Yan et al. [49] proposed a cache-based side channel attack to extract DNN secret model

architectures on general purpose processors. Their method is based on the observation that the

secret DNN model’s predictions relies heavily on tiled GEMM (Generalized Matrix Multiply).

Moreover, the secret DNN model’s architecture parameters determines the number of GEMM

calls and some attributes of the GEMM function. As such a information is present in the cache,

it can be leaked through cache side-channel attacks.

Duddu et al. [8] proposed a model reverse-engineering attack which uses timing side channel

to predict secret model architecture and hyperparameters, i.e., it uses execution time of the

forward pass of the secret model, averaged over multiple queries, to infer confidential attributes

of the secret model. The averaged execution time is given as an input to a pre-trained regressor

which predicts the depth of the secret model, which is then used as an input to a reinforcement

learning algorithm to predict an optimal architecture which has very close test accuracy as the
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secret model.

Hu et al. [15] proposed a method which uses off-chip memory address traces and PCIe events

to predict the secret model architecture details. They use off-chip memory address traces and

PCIe events information to first predict kernel features such as read and write data volume of

memory requests, which is then used to construct layer topology and predict the secret model

architecture.
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Chapter 7

Conclusion and Future work

In the domain of model extraction, researchers have used active learning techniques to reduce

the number of queries required to extract the secret model. However, as it is evident from the

experiments, no one active learning technique is well-suited for different datasets and under

different query budget constraints. Given the plethora of active learning techniques at the

adversary’s disposal and the black-box nature of the model under attack, the choice of the

technique to be used is difficult but integral: the chosen technique is a strong determinant of

the quality of the extracted model. To this end, we introduced a new ensemble active learning

technique, DFAL+Coreset. Its efficacy is demonstrated by comparing and contrasting with

existing active learning techniques. We have also demonstrated that the models extracted

using the DFAL+Coreset ensemble technique exhibit more consistent performance than the

existing active learning techniques, with it consistently producing extracted models that have

a higher agreement with the confidential MLaaS model. Finally, we have also shown that the

model extraction attack using the DFAL+Coreset ensemble active learning technique is not

detected by the state-of-the-art model extraction detection method, PRADA.

Directions for Future Research. Our proposed DFAL+Coreset ensemble active learning

technique shows increased potential in extracting information from the secret model over the

individual DFAL and Coreset techniques. However, in a few of our experiments either Coreset

or DFAL won over the combined technique. Next step could be to investigate the reason behind

it and extend it in such a way that it could take out advantages of both the individual techniques

in all the cases.

As we have tried one good combination of existing active learning techniques, the DFAL+Coreset

ensemble technique, the next step could be to experiment with more such combinations.
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